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Libraries all over Europe face the difficult challenge of managing tremendous amounts of 20th and 21st century textual material that has not yet been digitised due to the complex copyright situation. These works cannot be accessed by the general public and are hidden deep in library stacks, as they are often out of print or have never even been printed at all, while reprints or facsimiles are out of sight.

The EODOPEN project focuses on making 20th and 21st century library collections digitally visible by directly engaging with communities in the selection, digitisation and dissemination processes. As a leading partner, the University Library of Innsbruck, joined by 14 European libraries from 11 nations, has set itself the goal of making 15,000 pieces of textual material digitally available, and of reaching more than one million people in Europe by 2024.

Among other goals, such as building a common portal to display the project outcomes, EODOPEN aims to stimulate interest in and improve access to 20th and 21st century textual material, including grey and scientific literature. EODOPEN continuously carries out social media campaigns in order to attract new audiences. Furthermore, the participating libraries establish contact with commemorative institutions all over Europe, as well as with researchers and doctoral study boards, history associations and local publishing houses, in order to obtain suggestions from a broad audience.

In collaboration with local institutions, all of the project partners select hidden library treasures, deal with rights clearance questions and put new content online, while dissemination activities display the digital content via international channels. In addition, EODOPEN aims to provide alternative delivery formats suitable for blind or visually impaired users. An international survey gathers data from a broad European public about the use of e-books. By evaluating this data, the project broadens its scope to alternative delivery formats in order to fulfil the needs of blind or visually impaired users.

In order to promote best practice in rights clearance among the library community, EODOPEN provides handouts and tools to make 20th and 21st century books available beyond the project’s lifetime. In this regard, the project partners cooperate closely to develop an online tool for the documentation of rights clearance, especially suited for out-of-print and orphan works. Interactive workshops investigate needs related to dealing with rights clearance questions in order to implement the requirements of the international community in establishing the online tool.
ABSTRACT

The aim of the Report on Trial Implementations for Mobile Devices and Print-Disabled Users (hereinafter: the Report) is to help libraries and other cultural organisations to make digitised content available to a broader community. The Report is based on EODOPEN partners’ digitisation experiences at their organisations and complements the EODOPEN Project Deliverable 11: Guidelines and Recommendations for the Provision of Alternative and Special Formats, which addresses delivery formats and criteria for increasing the quality of digitisation results for users of mobile devices and blind and partially sighted users. The Report presents the results of a trial implementation among EODOPEN partners on their digitisation workflows, the delivery file formats used and, consequently, the quality of optical character recognition (OCR) results, depending on file format type and accessibility criteria.
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1. Introduction

1.1. Purpose

The aim of the Report on Trial Implementations for Mobile Devices and Print-Disabled Users (hereinafter: the Report) is to help libraries and other cultural organisations in the field of culture to make digitised content available to a broader communities. The Report is based on EODOPEN partners’ digitisation experiences at their organisations and complements the EODOPEN Project Deliverable 11: Guidelines and Recommendations for the Provision of Alternative and Special Formats, which is based on a survey on the special needs of users, and technical requirements concerning regarding delivery formats and criteria for increasing the quality of digitisation results for users of mobile devices, as well as for blind and partially sighted users. The Report gathers experiences from all EODOPEN consortia partners.

1.2 Description of the Report

The Report presents the results of a trial implementation among EODOPEN partners. It comprises a brief introduction followed by a description of the methodology and the test results, and it concludes with the findings and some recommendations. The introductory chapter (Chapter 1) describes the Report’s purpose, scope and key concepts used in the text, and defines the user needs for mobile users, as well as for blind and partially sighted users. Chapter 2 provides the background, the methodological approach, a description of the test sample, and a definition of the evaluation criteria of delivery formats. Chapter 3 presents partners’ test results. This is followed by a discussion of the findings (Chapter 4) and some recommendations (Chapter 5). The Report is accompanied by a list of literature sources and recommended references, as well as a definition of the terms used and a list of acronyms. All of the samples and test report questionnaires are attached to this document in the annexes.

1.3 Explanation of the key concepts

In the Report, mobile devices are defined as smartphones, notebooks and tablet computers, as well as e-readers. In accordance with the recommendation of the European Blind Union (EBU), the term blind and partially sighted users is used instead of the term blind and visually impaired users. Although the term print disability covers a wide range of disabilities or problems related to reading text, the Report focuses solely on the blind and partially sighted, which is one of the project’s primary groups. Digitisation means digital conversion of information on analogue carriers. Target communities are people who access digitised content in libraries and other cultural organisations. The term eBook usually refers to born-digital publications, but in this document it is used refer to digital publications produced as
a result of digital conversion, including formats for special needs (audiobooks), which is one of the objectives of the EODOPEN project. However, this term does not exclude born-digital publications, as the delivery format is the same or has the same purpose or functions. eBooks can be accessible through e-readers or can simply be read on personal computers (PCs) or mobile devices such as smartphones, tablets or notebooks.

1.4 Context description: User needs for delivery formats

Mobile devices are integral tools of the global information society and smartphone technology is already part of our everyday life, enabling constant interconnection with other tools and people through various networks and social media. The development of mobile devices also has a strong impact on the development of their operating systems and tools, which is something that the service sector, including libraries and cultural organisations, should always bear in mind. It is therefore very important to plan and publish content in file formats that are and will continue to be supported by these devices.

eBooks can be read on different kinds of mobile devices, such as e-readers (Kindle, Kobo, Midia Inkbook, NOOK, etc.), smartphones, tablets and portable computers (notebooks). The selection of file format delivery and/or access depends on the type of device (size of screen, visual presentation) and the existing platform (Microsoft, Android and iOS are the most commonly used). Although there are no problems associated with accessing PDF files through devices with bigger screens, they not a recommended for smaller devices like smartphones or e-readers because PDF it is not a responsive file format. The most recommended formats for smaller devices are ePUB 3, AZW/MOBI, HTML, Microsoft Office Word documents (RTF, docx, etc.) or audio books (mp3, DAISY). Some platforms only support certain types of formats. For instance, Kindle e-readers did not originally support ePUB format, so users had to convert ePUB files to AZW/MOBI format before uploading them to their devices. Recently, however, due to new developments at Amazon, file format conversion to ePUB has been made available to users, while the obsolete MOBI format is no longer supported (Amazon, s.a.).

With regard to blind and partially sighted users, as well as for other print-disabled users, it is important to consider the degree to which the user can use his/her sight and its variation from day to day or due to light conditions, tiredness or stress levels, etc. It is therefore important to consider how to provide users with the possibility to adapt the visual presentation of the text to fit their needs. Some of the common challenges faced primarily by partially sighted people are difficulty in focusing on the text, reduced contrast sensitivity, reduced field of vision, sensitivity to movement, visual fatigue and similar. For the users, the most useful adjustments are adjustments in font size, font type, colour themes, margins and spacing. The option to access the full text (where optical character recognition (OCR) is
preferably checked) is also important, as it enables the use of assistive technologies (such as braille display or screen readers). Although blind and partially sighted users mostly access documents through bigger screens, they are also avid users of smaller mobile devices. The most recommended formats for this group of users are Microsoft Office Word documents (RTF, docx, etc.), audio books (mp3, DAISY), HTML, ePUB 3 and AZW/MOBI, but tagged PDF format is also suitable: “PDF tags are the key to accessing a PDF document’s content with assistive technologies such as screen readers. When a tagged PDF is created, each page element in the document is ‘tagged’. Each tag identifies the type of content and stores some attributes about it. They also arrange the document content into a hierarchical architecture (or a ‘tag tree’). The tag tree forms the logical structure of the document (reading order).” (Accessible document solutions, n.d.)

For a more comprehensive overview of user needs for delivery formats, see Deliverable 11: Guidelines and Recommendations for the Provision of Alternative and Special Formats, which is based on a survey on the special needs of users and technical requirements.
2 Evaluation of delivery formats: Trial implementation

2.1 Background

A questionnaire survey conducted among EODOPEN project partners in 2020 revealed that libraries use various devices and software tools in the digitisation process. Digital conversion is automated or carried out in different phases and depends on financial resources as well as on adequately trained personnel. To ensure the best possible results, it combines a variety of technological and software solutions, resulting in a diverse range of digitised material. This material is available to users via digital libraries in various delivery formats, which also differ from each other in terms of the functionalities provided.

In the Guidelines and Recommendations for the Provision of Alternative and Special Formats (Deliverable D11), which were prepared within the framework of project’s working group 4,¹ special emphasis is placed on the possibilities and ways of adapting digitised material to make it available in formats that ensure accessibility to blind and partially sighted users.

According to research, the appropriate structuring of a text and its elements is crucial for reading digital material, as it enables navigation through the text. Text navigation, recognition of text and graphic elements, and the ability to personalise settings are even more important for blind and partially sighted people, who use assistive technology and dedicated software in order to read. Optical character recognition (OCR) tools and their software modifications enable optical recognition of characters – letters, numbers, punctuation marks – as well as text structures. Machine learning technology has advanced to the point where errors in OCR are negligible. OCR recognition errors mainly occur when reading special characters, such as chemical formulas, mathematical operations and equations, although errors occur also in identifying headings, sub-headings and graphical elements in the text (images, graphs). Furthermore, in cases of more than one text column, the text flow is often not recognised correctly, with the linear sequence of the text appearing instead. If we assume the position of a blind person who uses speech synthesis to read, a text is unreadable without the proper interpretation of special characters, the specific sequence of the text, and the graphic elements with their corresponding descriptions.

Perception, operability, understanding and robustness – defined by the World Wide Web Consortium (W3C) through the Web Accessibility Initiative (WAI), as part of the Web Content Accessibility Guidelines (WCAG) – are the umbrella criteria for making websites and digital material accessible to blind and partially sighted users, as well as other groups of users with disabilities. Within the framework of the aforementioned working group, we sought to

¹ The working group is led by the National and University Library (Slovenia).
approach these accessibility criteria, which also apply to born-digital material or e-books. The objectives of the working group were:

• to develop a common test sample (a selection of scans), including as many different textual and graphic elements as possible;
• to test the sample in the further digitisation process by all partner institutions;
• to create representative samples based on the test sample, using various tools and attempting to meet the criteria of the Web Content Accessibility Guidelines (WCAG) in one case;
• to compare all of the received results based on set accessibility criteria and thus identify the most appropriate solutions;
• to obtain more detailed information on digitisation workflows in partner institutions;
• to identify workflows and digitisation phases that allow segmentation and identification of textual and graphical elements with all of their properties.

The purpose of the testing was to identify the best solutions in the digitisation process, and to determine whether there is any further room for improvement in the provision of digitised materials that meet accessibility criteria. This would allow libraries to review and, depending on the resources provided, improve digitisation workflows and user services.

As mentioned above, sighted people do not need such precise processing of texts to be able to access the content of digitised works. Nonetheless, responsive technologies are also based on accurate OCR and sighted people also use screen readers that enable text to be read aloud to them. The entire testing was therefore based on criteria that are essential for the blind and partially sighted, thus following the principle of universal design (for everyone). In Chapter 5 of this document, possible solutions and recommendations are presented both for mobile device users and print-disabled users, in case libraries want to focus on just one group of users. The use of solutions for print-disabled users is, however, recommended.

2.2 Methodological approach

The test phase was conducted between February and July 2022 at all of the partner institutions. EODOPEN partners received a test sample (see Annex 1) and a blank test report questionnaire (see Annex 2) on which they reported the work done with the test sample. The aim of the testing was to find out which scanning and recognition workflows are optimal for achieving the best results in OCR, as well as to determine which file formats can be generated, as different file formats can provide users with different user experiences. For this purpose, it was decided that all of the partners would test the same samples containing English text, as none of the EODOPEN partners are located in regions where English is the native language. Using the same scans with English text would facilitate the
comparative analysis of the results. In addition, some OCR tools are better adapted to majority languages (e.g., German), and we wanted to avoid discrimination of minority languages such as Slovenian, Estonian or Slovak. Partners could subsequently conduct the same analysis on scans in their own language for additional testing of their systems.

The test sample consisted of 16 scans in TIFF format (see Annex 1), comprising both textual and non-textual elements, such as plain text, chapters and sub-chapters, columns, tables, footnotes, flowcharts, images and text accompanying images (captions). The special examples in the texts were chemical formulas, mathematical equations and special characters (£, °C, etc.). Two of the scans contained two pages on one: in the first scan, the title and the name of the author were spread across both pages, while the second scan contained the chemical periodical table spread across both pages. Most of the scans had a complicated structure with elements that could disturb the text order (e.g., captions) or create problems with element recognition (e.g., tables). Only three of the scans (8, 9, 13) had basic layout with text in one column and a picture, which would not be expected to cause difficulties with regard to reading order.

The partners used the test sample in their usual digitisation workflows, conducting the process from scan processing to the creation of the most common delivery format available in their digital library. The results were returned to the testing team at the National and University Library (Slovenia).

The test report questionnaire (see Annex 2) consisted of 14 questions enabling the project partners to record the work processes, software tools and solutions used when testing the sample. Reviewing the reports enabled us to learn more about the different stages of the digitisation workflow: scan import, image processing, OCR options (multilevel document analysis and recognition of elements), any additional processing, and exporting the final delivery format. As digitisation processes are diverse, the questionnaire provides a framework enabling us to gain an insight into the workflows of the individual institutions, especially with regard to the stages and levels of the digitisation process that lead to meeting the WCAG criteria, or that bring better digitisation outputs for the end users.

For the evaluation of the outputs, 24 criteria were prepared based on WCAG for the optimal accessibility of the documents and other best practice guidelines, focusing primarily on accessibility for blind and partially sighted. The criteria were established separately for each scan, as they were not all applicable to all of the scans. Moreover, some of the criteria were specific to individual scans, as they can produce different results during the OCR process (e.g., page rotation and pagination – double). The criteria used to evaluate each output of the digitisation process were:
1. **ALT-TEXT PICTURE** – Alt-text or alternative text for pictures provides a textual description for non-text content (pictures, graphics, diagrams, etc.). These are elements that enable mostly blind users, but also partially sighted users, to know the content of the graphic material, so that they do not miss any information that the graphic material may be trying to convey. This criterion is primarily important to the blind and partially sighted, but could also be useful to sighted users using speech synthesis.

2. **ALT-TEXT PICTURE (CHEMICAL FORMULA)** – Same as the criterion alt-text picture, but used for the two special images in the test sample that presented molecular reactions (see Scan 2 in Annex 1).

3. **CAPTION** – Some of the images and tables in the scans contained captions. In the document, it should be indicated that the text is a caption associated with a picture and not general paragraph text.\(^2\) This criterion is primarily important for the blind and partially sighted.

4. **FOOTNOTES** – Footnotes are elements in a document that provide additional information related to the main text and should be technically separated from the main text, thus giving readers the option of skipping them. When creating or editing footnotes, the result should enable the reader to jump from the main text to the footnote and then back to the same area in the text.\(^3\) This criterion is mainly important for the blind and partially sighted.

5. **HEADING 1** – Mainly for navigational purposes, the headings of the chapters should be marked and structured in depth (Heading 1, 2, 3, etc.). Headings can also be used to form a table of contents. This enables users of assistive technologies to skip from chapter to chapter more easily, and thus to navigate within the document instead of reading the whole document. This criterion is important for all users.

6. **HEADING 2** – See criterion Heading 1

7. **HEADING 3** – See criterion Heading 1

8. **INITIAL** – A larger first letter at the beginning of a chapter is often not recognised or not recognised correctly (see Scan 7 in Annex 1). This criterion is important for all users.

9. **LANGUAGE SEGMENTS** – See the criterion Primary Language. The Language Segments criterion was used on six different occasions in the test sample (Italian + Latin, Italian, French twice and German twice) where text appeared in a language other than English, which was the primary language. The language is important for users of screen reading technologies in which voice settings can be switched to the correct audio to provide

---

\(^2\) Captions can be inserted technically. In tagged PDFs, for example, a specific tag can be added in Adobe Acrobat Pro. When working in Microsoft Word, the “insert caption” option can be used.

\(^3\) Good results can be achieved, for example, in Microsoft Word, HTML or ePUB by providing two-way hyperlinks.
This criterion is primarily important for the blind and partially sighted, but could also be useful to sighted users using speech synthesis.

10. **MATH (SIMPLE)** – The recognition of mathematical or chemical elements was divided into two criteria, as it is mainly simple mathematical elements that appear in one single line that create less problems for OCR (example from the test sample: \( e = e' - AB(t - t') \)) than advanced math which appears in more than one line. This criterion is primarily important for the blind and partially sighted.

11. **MATH (ADVANCED)** – The second criterion for mathematical and chemical elements covers all expressions that appear in two or more lines. These elements are not usually recognised correctly during OCR. This criterion includes all elements with subscripts or superscripts (examples from the test sample: \( x^2, \text{ } 2H_2O, \text{ } 10^{-4}, \text{ } C_6H_{12}O_6 \)), fractions (example from the test sample: \( \frac{2}{3} \)) or even more complicated expressions (examples from the test sample: \( \Delta p = \rho_v gh \) or \( \Delta p = \frac{2TP_v}{R(\rho_w - \rho_v)} \)). The examples from the test sample contain various problematic elements (e.g., subscripts, superscripts, Greek letters and fractions). This criterion is primarily important for the blind and partially sighted.

12. **OCR ERRORS (TEXT IN PICTURE 4)** – One image showed text written on a tombstone (see Scan 7 in Annex 1). Ideally, text of this kind would not be recognised, but the goal was to see what kind of results would be obtained. This criterion is important for all users.

13. **PAGE ROTATION** – This criterion was only used in one case where a table appeared horizontally on a page. For better OCR and structure results, the page could be turned so that the table would face the reader correctly. This criterion is important for all users.

14. **PAGINATION** – This criterion was created for the purposes of the blind and partially sighted. Practice shows that blind and partially sighted users prefer the pagination to be the first information they receive when entering a page. When working on text order, the preference is for pagination to be the first information received, even if it actually appears at the bottom of the page. This criterion is primarily important for the blind and partially sighted, but could also be useful to sighted users using speech synthesis, or for easier navigation to the specific page in the document.

15. **PAGINATION–DOUBLE** – This criterion was used in two different cases when content appeared stretched across two pages. The first case involved an image of the periodic table of elements, while the second case concerned the title and author of the article, which were stretched across two pages. In both cases, better results would be obtained if the pages were not split. This criterion is important for all users.

16. **PICTURE** – A graphic element that should be marked as a separate element and contain alt-text for users of assistive technologies. This criterion is primarily important for the blind and partially sighted.

---

4 For example, a German text that is read aloud with an English voice sounds strange.
17. PICTURE (CHEM. FORMULA) – Same as the criterion Picture. This was a separate criterion for two images that presented molecular reactions, which should also contain alt-text. This criterion is primarily important for the blind and partially sighted.

18. PRIMARY LANGUAGE – The Primary Language should be set for each document. This is important for users of screen reading technologies that provide sound in the correct language. The text in the test sample was in English, so the Primary Language should be set to English. This criterion is mainly important for the blind and partially sighted, but could also be useful for sighted users using speech synthesis.

19. SPECIAL CHARACTER – This criterion appeared in three different cases (°C, £ and decimal numbers). The goal was to determine the number of examples in which there would be problems recognising the first two characters. In the scan with decimal numbers, the numbers are written with an apostrophe (‘), which the English vocabulary fails to recognise because full stops (.) are normally used for decimal numbers in English. The scan was tested to see whether we would receive any correct results. This criterion is important for all users.

20. STAMP REMOVAL – Library stamps in books can affect the recognition of nearby characters. The goal was to determine whether removing the stamp from the scan would ensure clearer OCR in that area. In our example, the stamp was directly over the text, and we assumed that it would cause bad OCR results. This criterion is important for all users.

21. TABLE – This is a structural element that should be technically marked and should not appear as an image only. Following the structure, the table header and table rows should also be present. This criterion is primarily important for the blind and partially sighted, but could also be useful to sighted users using speech synthesis.

22. TABLE HEADER – This is an element of a table that usually appears at the top of the table, but can also be in the first column of the table. It provides the main information about the data in the rows following it, and it is important for users of assistive technologies for easier navigation and understanding of the table. This criterion is primarily important for the blind and partially sighted, but could also be useful to sighted users using speech synthesis.

23. TABLE ROWS – These are structural elements following the table header. For the test sample, which did not contain a grid to mark the lines in the table, it was interesting to see whether the rows had technical data inserted and how well the OCR tool could recognise the number of rows. This criterion is primarily important for the blind and partially sighted, but could also be useful to sighted users using speech synthesis.

---

5 The structure of the table can be created technically. For example, in tagged PDFs, tags appear for table, table header, table rows and table data, much like in HTML formatting. Microsoft Word, for instance, also has the option to set a table header.
24. TEXT ORDER – This criterion establishes the flow of the text, especially when the structure on the page is more complicated (e.g., columns and additional graphical elements). When users copy text, convert the format or use assistive technology, it is important that the text is presented in the right order so as to prevent confusion (e.g., if a caption appears in the middle of a paragraph) or to avoid burdening users with the additional work of editing the content themselves. Some software tools for OCR also enable correcting the order of the recognised elements. Furthermore, assistive technologies provide users with text linearly from top to bottom, so the text order is crucial for understanding and navigating the content. This criterion is important for all users.

Table 1 provides an overview of the appearance of these 24 criteria in the test samples by scan number.

Table 1: The appearance of the criteria in the 16 scans of the test sample.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Scan 1</th>
<th>Scan 2</th>
<th>Scan 3</th>
<th>Scan 4</th>
<th>Scan 5</th>
<th>Scan 6</th>
<th>Scan 7</th>
<th>Scan 8</th>
<th>Scan 9</th>
<th>Scan 10</th>
<th>Scan 11</th>
<th>Scan 12</th>
<th>Scan 13</th>
<th>Scan 14</th>
<th>Scan 15</th>
<th>Scan 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>alt-text picture</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>alt-text picture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>(chem. formula)</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>caption</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19</td>
</tr>
<tr>
<td>footnotes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>heading 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>heading 2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>heading 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>initial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>language segments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>math (simple)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>math (advanced)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>OCR errors (text</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>in picture 4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pagination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>pagination-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>double</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>picture</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>picture (chem.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>formula)</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>primary language</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

6 The most frequently used software for OCR – Abbyy FineReader desktop version – has this option during processing the digitised content. For post-processing, an example of software of this kind is Adobe Acrobat Pro.
<table>
<thead>
<tr>
<th>Criteria</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>special character</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stamp removal</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>table</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>table header</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>table rows</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>text order</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>13</td>
<td>8</td>
<td>7</td>
<td>14</td>
<td>14</td>
<td>20</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>3</td>
<td>8</td>
</tr>
</tbody>
</table>

Three levels were used to evaluate the set criteria:

- **criterion was fully achieved** (A): used if the technical and content part of the criterion was achieved. Example: table rows were technically correct (each row contained the right number of rows and the correct content).
- **criterion was partly achieved** (B): used if either the technical or the content part of the criterion was achieved, but not both, or if there was a very minor mistake in the criterion. Example 1: alt-text is technically correct, but the content is either the text of the caption or other surrounding text. Example 2: there was a minor mistake in the text order.
- **criterion was not achieved** (blank cell): used if neither the technical nor the content part of the criterion was achieved. Example: pagination was present, but was not the first element on the page.

The evaluation was undertaken using various software and tools according to different output formats:

- **DROID** – with this software, the versions of the format (PDF 1.4 or RTF 1.9) were determined;
- **Adobe Acrobat Reader Pro** – with this software, the content of PDFs was checked, as well as the reading order and structure (tags) when the PDF was tagged;
- **PDF Accessibility Checker 2021** – with this software, we checked what kind of errors were found in the PDF file according to the standards and whether the language of the document was set; when the PDF was tagged, the reading order and structure (tags) were also checked;
- **Thorium Reader** – with this software, we checked the content of an ePUB file and determined which options it enables with regard to visual adjustments and navigation (if a table of contents was available within the software);
- **Sigil** – with this software, the content of an ePUB file was checked, as well as the reading order and structure (HTML tags);
- **Microsoft Office Word** – with this software, the content of docx and RTF files was checked;
- **Notepad** – with this software, the content of TXT files was checked;
• Windows Narrator – this speech synthesis software was used only in special cases to check how the content is provided to the user.
3 Test results

A total of 23 test outputs were received from 13 partner institutions. These include automatically generated outputs (17), as well as outputs containing additional manual corrections (6). The software packages used for testing the samples were: ABBYY FineReader, ABBYY FineReader 11, ABBY Recognition server 4, ABBY Recognition server 14, ScanGate by Treventus Mechatronics, ABBYY FineReader PDF 15 Standard, Abbyy Finereader 15 desktop version, Adobe Acrobat Pro, IRIS OCR, LIMB processing, Microsoft Office Word, Scan Tailor Advanced v1.01.16, Tesseract 5.0.0-beta-20210815-22-g386dd, Photoshop 23.2.2., Project PERO OCR and WordToEpub (refer to Table 2).

Table 2: Software overview for automatically generated outputs

<table>
<thead>
<tr>
<th>No.</th>
<th>PARTNER</th>
<th>SOFTWARE USED</th>
<th>GENERATED FORMATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UIBK</td>
<td>ODM - Abbyy FineReader recognition server 4</td>
<td>PDF</td>
</tr>
<tr>
<td>2</td>
<td>UIBK</td>
<td>ODM - Abbyy FineReader recognition server 4</td>
<td>PDF/A</td>
</tr>
<tr>
<td>3</td>
<td>UIBK</td>
<td>ODM - Abbyy FineReader recognition server 4</td>
<td>RTF</td>
</tr>
<tr>
<td>4</td>
<td>UT</td>
<td>ABBYY FineReader PDF 15 Standard; ABBYY FineReader Server 14</td>
<td>PDF</td>
</tr>
<tr>
<td>5</td>
<td>NUK</td>
<td>Abbyy FineReader</td>
<td>PDF</td>
</tr>
<tr>
<td>6</td>
<td>MZK – small edited</td>
<td>Project Pero OCR</td>
<td>Page and Alto format (+TXT with plain text) – TXT tested</td>
</tr>
<tr>
<td>7</td>
<td>MZK - edited</td>
<td>Project Pero OCR</td>
<td>Page and Alto format (+TXT with plain text) – TXT tested</td>
</tr>
<tr>
<td>8</td>
<td>UG</td>
<td>Abbyy FineReader</td>
<td>PDF</td>
</tr>
<tr>
<td>9</td>
<td>UG</td>
<td>Abbyy FineReader</td>
<td>EPUB</td>
</tr>
<tr>
<td>10</td>
<td>NLS</td>
<td>Abbyy FineReader 11, Limb Processing</td>
<td>PDF</td>
</tr>
<tr>
<td>11</td>
<td>NCU</td>
<td>Abbyy FineReader Server 14.0</td>
<td>PDF/UA</td>
</tr>
<tr>
<td>12</td>
<td>VKOL</td>
<td>ScanTailor Advanced v1.01.16, Tesseract 5.0.0-beta-20210815-22-g386dd</td>
<td>xml + PDF (no OCR) and txt link shared to digital library – tested TXT</td>
</tr>
<tr>
<td>13</td>
<td>BNP</td>
<td>LIMB Processing, IRIS OCR</td>
<td>PDF</td>
</tr>
<tr>
<td>14</td>
<td>NLE</td>
<td>For books files: Abbyy FineReader 11, Abbyy Recognition Server 4. For newspaper/periodicals: Abbyy FineReader 11, CCS docWorks 7.1.0.90, Abbyy FineReader 12 OCR-engine</td>
<td>PDF/A</td>
</tr>
<tr>
<td>15</td>
<td>OSZK</td>
<td>Scans: 1-6, 8-11, 14-15: ScanTailor Advanced (1.0.16), Photoshop (v 23.2.2), Abbyy Recognition Server 4.0 Scans: 7, 13, 16: Photoshop (v 23.2.2), Abbyy Recognition Server 4.0 Scan 12: ScanTailor Advanced (1.0.16), Abbyy Recognition Server 4.0</td>
<td>PDF</td>
</tr>
</tbody>
</table>
In the outputs with additional manual corrections, Microsoft Office Word (PDF 1.7, RTF 1.9, docx and ePUB 3.0) was mostly used for editing OCR errors and adding structural elements. In one test output, Adobe InDesign was used to edit headers, captions, original page numbers and footnotes. In another test output, the automatically generated PDF was additionally manually processed with Adobe Acrobat Pro, which tagged the content and edited the document’s reading order (see Picture 1). In a received output processed with the latest desktop version of Abbyy FineReader 15, the page elements were additionally manually edited and the reading order was corrected (see Picture 2). Another received output used the WordToEpub tool to convert a manually edited Word file to an Epub file (refer to Table 3).

Table 3: Software overview for outputs containing additional manual corrections

<table>
<thead>
<tr>
<th>No.</th>
<th>PARTNER</th>
<th>SOFTWARE USED</th>
<th>GENERATED FORMATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UIBK</td>
<td>Abbyy FineReader 14, Adobe Indesign</td>
<td>RTF</td>
</tr>
<tr>
<td>2</td>
<td>NUK</td>
<td>Adobe Acrobat Pro</td>
<td>PDF</td>
</tr>
<tr>
<td>3</td>
<td>NUK</td>
<td>Abbyy FineReader 15, Adobe Acrobat Pro</td>
<td>PDF</td>
</tr>
<tr>
<td>4</td>
<td>NUK</td>
<td>Microsoft Office Word, Adobe Acrobat Pro</td>
<td>PDF</td>
</tr>
<tr>
<td>5</td>
<td>NUK</td>
<td>Microsoft Office Word, WordToEpub, Sigil</td>
<td>EPUB</td>
</tr>
<tr>
<td>6</td>
<td>BNP</td>
<td>LIMB Processing, IRIS OCR</td>
<td>DOCX</td>
</tr>
</tbody>
</table>
Picture 1: Screenshot of only automatically tagged content in Adobe Acrobat Pro before the tags were edited. On the left side, all of the tags are visible in the order they appear on the page, with each tag representing a specific box on the right side. At this point, heading levels are not yet fixed and the order has not been checked.

Picture 2: Screenshot of edited elements on the page and fixed reading order in Abbyy FineReader 15. Elements are presented in colours: green for text and red for picture. The order numbers are visible on the top left of each element.
The formats of the provided outputs were:

- **PDF (15):**
  - Automatically generated outputs (12): 6 outputs were in version 1.4, 4 outputs were in version 1.5 (of which 1 was according to the PDF/UA standard), 1 output was in version 1.6 and 1 output was in version 1.7. Of these 12 PDF outputs, 5 were tagged PDFs.
  - Outputs with additional manual corrections (3): 1 output was in version 1.5 and was according to the PDF/UA standard, 1 output was in version 1.6 and 1 output was in version 1.7. All three of these outputs were tagged PDFs.
- **XMLs with TXT (3):** all 3 outputs were automatically generated. Evaluation was later done on TXT only.
- **ePUB (2)**
  - Automatically generated outputs (1): the output was in version 2.0.
  - Outputs with additional manual corrections (1): the output was in version 3.0.
- **RTF (2)**
  - Automatically generated output (1): the output was in version 1.5-1.6.
  - Outputs with additional manual corrections (1): the output was in version 1.9.
- **DOCX (1)** – the output was in the 2007 onwards version.

The following summary is based on a review of the completed test report questionnaires:

- For 8 outputs, partners reported that they made some changes before importing the scans into their system. These changes concerned changing the resolution to 300 dpi, converting 3 files because there were some problems with uploading, rotating and cropping certain images, and using Image frames and JPEG-Compression.
- When asked which image processing steps were used when working with the sample, partners replied that they used: automatic deskewing (in 9 examples), manual deskewing (in 2 examples), automatic and manual deskewing (in 4 examples), automatic cropping (in 3 examples), manual cropping (in 7 examples), automatic and manual cropping (in 4 examples), line straightening (in 2 examples), noise removal (in 1 example), contrast enhancement (in 2 examples), correction of geometric distortion (in 0 examples), binarization (in 1 example), removal of stamps and written notes (in 1 example), and equalising the dimensions (in 3 examples).
- With regard to OCR, partners mainly used the English language (13 examples), but they also used Latin (3 examples) and more than one language (4 examples). It was reported that machine learning was used for OCR in only 2 examples. For 14 examples, only automatic OCR recognition was used, while manual corrections were used for 5 examples.
• Regarding layout analysis, partners reported that they marked paragraphs (5 examples), columns (4 examples), headers (2 examples), images (3 examples), background images (2 examples) and tables (4 examples).
• Regarding reading order, partners reported that they worked on reading order for 4 examples, while no work was done on reading order in 15 examples.
• Regarding fixing OCR mistakes, it was reported that mistakes were corrected for 3 examples and were not corrected for 17 examples.

3.1 Results by sample scan number

The tables below show the test results by all partners regarding the different criteria in each of the sample scans. The test outputs have been classified into automatically generated outputs (17) and outputs that were additionally manually corrected (6). The results were fully achieved, partially achieved or not achieved. The additionally manually corrected test outputs were delivered in addition to the automatically generated test outputs.

Table 4: Results of Scan 1

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Text order</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Heading 1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Caption</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Math (simple)</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Math (advanced)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Special character</td>
<td>11</td>
<td>0</td>
</tr>
</tbody>
</table>

Additional observations:
- BNP (PDF) text order – pagination disturbs flow of text
- MZK (edited XML, TXT) text order – captions appear at the end of the whole text
- NLE (PDF) text order – recognised text from right to left, top to bottom
- OSZK (PDF) text order – trouble with recognition of columns – order from right to left, top to bottom
- UG (PDF) math simple – only one + is wrongly recognised
- VKOL (XML, TXT) text order – pagination interrupts the text order (it is placed before captions)
### Table 5: Results of Scan 2

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>Text order</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Alt-text picture (chem. formula)</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>Alt-text picture (chem. formula)</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>Picture (chem. Formula)</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Caption</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Math (simple)</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Math (advanced)</td>
<td>1</td>
<td>16</td>
</tr>
</tbody>
</table>

Special character

Additional observations:
- NLE (PDF) math – 0 appears instead of O
- OSZK (PDF) text order – trouble with recognition of columns – order from right to left, top to bottom
- OSZK (PDF) math – 0 appears instead of O
- UG (PDF) picture chem. – one picture is not recognised
- UIBK (ODM PDF) text order – not all text is recognised
- UIBK (ODM RTF) math advanced – some examples are done correctly, but not all
- UT (PDF) picture chem. – neither of the two chemistry pictures are recognised

### Table 6: Results of Scan 3

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Text order</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Picture</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Caption</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Stamp removal</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Math (simple)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Additional observations:
- MZK (edited XML, TXT) text order – captions appear at the end of the whole text
- MZK (small edited XML, TXT) text order – the first paragraph appears at the end
- OSZK (PDF) text order – columns are not recognised, so the text flows in rows from left to right
- OSZK (PDF) text order – trouble with recognition of columns – order from right to left, top to bottom
- UG (PDF) caption – a tag is created, but it does not contain the right text
- UIBK (RTF) pagination – the original does not have pagination here
- UIBK (ODM PDF) text order – the order in the PDF is not correct – it flows from right to left
- UIBK (ODM RTF) text order – not all of the text is recognised
- VKOL (XML, TXT) text order – the caption columns are switched (the right column appears before the left one)

Table 7: Results of Scan 4

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination double</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Pagination</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Text order</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Picture</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Caption</td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>

Additional observations:
- OSZK (PDF) text order – trouble with recognition of the columns – order from right to left, top to bottom
- UIBK (RTF) – it is unclear how the chemical elements were presented in the table

Table 8: Results of Scan 5

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>Text order</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Heading 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Picture</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Picture</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Additional observations:
- NCU (PDF) heading 1 – the heading is marked, but as a level 3 heading
- NCU (PDF) caption – one caption is missing (it is marked as a paragraph)
- NLS (PDF) text order – minor mistake in text order
- OSZK (PDF) text order – trouble with recognition of the columns – order from right to left, top to bottom
- UG (PDF) text order – the first two captions are switched (the second caption appears before the first one)
- UG (PDF) caption – a tag is created, but the content is switched between the first two captions; the third caption is tagged, but the content is not correct
- UG (PDF) picture – the scheme is divided into five pictures
- UIBK (ODM PDF) text order – minor mistakes
- UIBK (ODM RTF) text order – missing text
- UT (PDF) text order – the first two captions are switched (the second caption appears before the first one)
- UT (PDF) caption – a tag is created, but the content is switched between the first two captions; the third caption is missing
- VKOL (XML, TXT) text order – the first two captions are switched (the second caption appears before the first one)

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Text order</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Heading 1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Heading 2</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Heading 2</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Heading 2</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Picture</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Picture</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Caption</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Caption</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Language segments</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Additional observations:
- BNP (PDF) text order – caption interrupts the flow of the text
- BNP (DOCX) text order – one picture is misplaced
- CVTI SR (PDF) text order – minor mistake in text order (the caption before the last line)
- CVTI SR (PDF) – the scan has better contrast due to the white background, which is better for OCR as well as for users
- MZK (edited XML, TXT) text order – minor mistake – the first caption is at the end of the whole text
- MZK (small edited XML, TXT) text order – the columns are not detected, the text follows in one straight line
- NCU (PDF) heading 2 – there are four occurrences of heading 2, but only one is marked (the first one)
- NLE (PDF) text order – minor mistake in text order (caption before the last line) and the author appears after the title
- OSZK (PDF) text order – mixture of text order, horizontal and vertical
- UG (PDF) heading 2 – the heading is wrongly tagged
- UG (PDF) caption – both captions are tagged, but one does not have the right text
- UG (EPUB) text order – incorrect text order (there is one column from the top to the bottom of the whole page, then a second column and a third column, etc.)
- UREG (PDF) text order – minor mistake in text order (the caption before the last line)
- VKOL (XML, TXT) text order – the caption interrupts the text order (it is placed before the third column)

Table 10: Results of Scan 7

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination double</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Pagination</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Text order</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Heading 1</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Picture</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Caption</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Caption</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Caption</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>Caption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Language segm.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCR errors (text in picture 4)</td>
<td>4</td>
<td>13</td>
</tr>
</tbody>
</table>

Additional observations:
- MZK (small edited XML, TXT) text order – the main text is correct, but the picture captions interrupt the flow of the text and the text from the image is also captured
- NCU (PDF) caption – the fourth caption has the wrong text (the text is taken from the picture)
- NCU (PDF) heading 1 – the title and author are marked as heading 3 and heading 4, respectively
- NCU (PDF) picture – the fourth picture is only half recognised (probably because of the text in the picture)
- NCU (PDF) initial – the initial is marked as a picture with alt-text, which is “Figure without the caption”
- NLS (PDF) text order – not all of the text is OCR recognised (the text in the last two captions and the text in the last column is omitted)
- UG (PDF) caption – all four captions are tagged, but two do not have the right text
- UG (PDF) picture – the fourth picture is only half recognised (probably because of the text in the picture)
- UT (PDF) caption – 2 of 4 captions are tagged (and have the right text)
- VKOL (XML, TXT) text order – captions interrupt the text order, the main title is placed within the text

Table 11: Results of Scan 8

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Text order</td>
<td>16</td>
<td>1</td>
</tr>
</tbody>
</table>

Additional observations:
- NCU (PDF) heading 1 – the heading is marked as heading 5
- NLE (PDF) text order – the page number and heading are not included
Table 12: Results of Scan 9

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text order</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Heading 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Heading 2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Heading 3</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Additional observations:
- NCU (PDF) heading 1, 2, 3 – the parallel title is marked as heading 5
- UG (PDF) heading 1, 2, 3 – all three headings are tagged correctly, but there is an error due to a parallel title that should also be heading 1

Table 13: Results of Scan 10

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Text order</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Caption</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Table</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Table header</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Rows</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Language segments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Page rotation</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Additional observations:
- BNP (PDF) page rotation – there is a remark that the page is not rotated visually, but OCR is rotated and correctly recognised
- MZK (edited XML, TXT) text order – heading 1 and page number are not recognised
- MZK (small edited XML, TXT) text order – the text is not correctly recognised (columns instead of rows)
- NCU (PDF) caption – the caption is tagged, but it does not have the right text
- NCU (PDF) table – **best result without manual corrections**!
- NLS (PDF) text order – only the table title is OCR recognised
- OSZK (PDF) table – a table is created, but without content
- UG (PDF) caption – the caption is tagged, but it does not have the right text
Table 14: Results of Scan 11

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>Text order</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Caption</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>Table</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Table header</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Rows</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Caption</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>Table</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Table header</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Rows</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Language segments</td>
<td></td>
<td>17</td>
</tr>
</tbody>
</table>

Additional observations:
- CVTI SR (PDF) table rows – some minor errors in the recognised table rows (there is a problem with two or three lines in one row)
- MZK (edited XML, TXT) text order – the titles of the rows are recognised first, followed by the columns from left to right (not the rows)
- MZK (small edited XML, TXT) text order – the titles of the rows are recognised first, followed by the columns from left to right (not the rows)
- NCU (PDF) table rows – minimal error in row recognition
- UG (PDF) table rows – rows are tagged, but incorrectly (should be 13 rows but only 4 are tagged)
- UG (PDF) caption – the caption is tagged as heading 3
- UG (EPUB) table rows – table rows are incorrectly formulated/recognised
- UIBK (ODM PDF) text order – some minor errors in the recognised table rows (problem with two or three lines in one row)
- UT (PDF) table rows – minimal errors in row recognition
- VKOL (XML, TXT) table rows – some minor errors in the recognised table rows (there is a problem with two or three lines in one row); in the second table, the first row is placed at the end
### Table 15: Results of Scan 12

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>Text order</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Picture</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Caption</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Math (simple)</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Math (advanced)</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Special character</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Footnotes</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Language segments</td>
<td></td>
<td>17</td>
</tr>
</tbody>
</table>

Additional observations:
- MZK (edited XML, TXT) text order – the captions appear at the end of the whole text
- NCU (PDF) picture – the picture is divided into two parts
- UIBK (ODM RTF) pagination – the page number is in a text block that is not detectable by assistive technologies

### Table 16: Results of Scan 13

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Text order</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Heading 1</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Picture</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Caption</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Language segments</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>Special character</td>
<td>2</td>
<td>15</td>
</tr>
</tbody>
</table>

Additional observations:
- BNP (PDF) text order – a figure interrupts the flow of the text
- CVTI SR (PDF) pagination – page number not recognised
- UT (PDF) caption – the caption is tagged, but the page number is also included in the text
Table 17: Results of Scan 14

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Text order</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Picture</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>Picture</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Additional observations:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- UG (EPUB) – the page is doubled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- UT (PDF) picture – two of three pictures are tagged; the second and third pictures are merged into one</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- UT (PDF) text order – the third paragraph is marked as a caption</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 18: Results of Scan 15

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Text order</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Heading 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional observations:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- BNP (PDF) text order – minor mistakes in text order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- NCU (PDF) text order – some chapters are marked as a list</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- UIBK (RTF) text order – we do not think this page should be represented as a table</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- UT (PDF) text order – the chapters are marked as a list</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 19: Results of Scan 16

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>AUTOMATICALLY generated outputs</th>
<th>Additional MANUAL correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FULLY achieved</td>
<td>PARTIALLY achieved</td>
</tr>
<tr>
<td>Pagination</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Text order</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Heading 2</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>Table</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Table header</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Rows</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Caption</td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>
Additional observations:
- MZK (edited XML, TXT) text order – most of the numbers in the table are missing
- MZK (small edited XML, TXT) text order – some text from the table is missing
- NCU (PDF) table header – the table header is marked but has the wrong text
- NCU (PDF) caption – the caption is tagged but has the wrong text
- NLS (PDF) text order – numbers in the table and the table caption are not recognised
- UG (PDF) caption – the caption is tagged but does not have the right text
- UG (EPUB) text order – the top cells of the table are missing
- UIBK (ODM PDF) text order – the top rows of the table are missing
- UT (PDF) caption – the caption is tagged but does not have the right text

General observations:
- NCU (PDF) – all of the pictures have alt-text, but the content is correct (the text is the content of the caption)
- NCU (PDF) – most of the headings are marked, but the levels are not correct in some cases
- NCU (PDF) – Scans 13 and 15 are doubled: OCR and whole page layout picture
- NLE (PDF) – mixed text order in most scans
- NLE (PDF) – OCR works much better for newspaper than for monographs!
- UG (EPUB) – the file for Scans 10–12 have a table of contents
- UIBK (RTF) – heading 1 and 2 should be used; “titel mit abstand” was used as well as its copy for heading 2
- UIBK (RTF) – no pictures were included
- UIBK (RTF) – alt-text is included with the text instead of behind a picture (no pictures)
- UIBK (RTF) – the caption is marked, but not with the function (“insert caption”)
- UT (PDF) – none of the scans are cropped, but we noticed that OCR recognised some characters from the next page
- VKOL (XML, TXT) – the original pagination is marked in the top right corner of each scan in the digital library portals!
3.2 Results according to criteria

Tables 20 and 21 show the results according to each of the established criteria. For easier understanding, the top results for each criterion (shown in bold) are further described.

Table 20: Results according to criteria for the automatically generated outputs

<table>
<thead>
<tr>
<th>File formats</th>
<th>Ref. no.</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.4</th>
<th>PDF 1.5</th>
<th>PDF 1.5</th>
<th>PDF 1.5</th>
<th>PDF 1.5/UA</th>
<th>PDF 1.6</th>
<th>PDF 1.6</th>
<th>PDF 1.6</th>
<th>XML AND TXT</th>
<th>XML AND TXT</th>
<th>XML AND TXT</th>
<th>RTF 1.5-1.6 (ODM)</th>
<th>ePub 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDOPEM Partners</td>
<td>NUK</td>
<td>NLE</td>
<td>NLS</td>
<td>CVIT</td>
<td>SR</td>
<td>UREG</td>
<td>UIBK*</td>
<td>OSZK</td>
<td>UIBK*</td>
<td>UG*</td>
<td>NCU*</td>
<td>UT*</td>
<td>BNP</td>
<td>VKOL</td>
<td>MZK ed.</td>
<td>MZK ed.</td>
<td>UIBK</td>
<td>UG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alt-text chemical formula</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caption</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Footnotes</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heading 1</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heading 2</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heading 3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial</td>
<td>1</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language segment</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math. (simple)</td>
<td>3</td>
<td>3A</td>
<td>2A</td>
<td>3A</td>
<td>2A</td>
<td>3A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>3A</td>
<td>2A</td>
<td>2A</td>
<td>3A</td>
<td>1A</td>
<td>1A</td>
<td>2A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Math. (adv.)</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCR errors</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Page rotation</td>
<td>1</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pagination double</td>
<td>2</td>
<td>1A</td>
<td>2A</td>
<td>2A</td>
<td>1A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>1A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Picture</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Picture chem. formula</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary language</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Special character</td>
<td>3</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stamp removal</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>4</td>
<td>3A</td>
<td>2A</td>
<td>1B</td>
<td>3A</td>
<td>3A</td>
<td>4A</td>
<td>3A</td>
<td>4A</td>
<td>3A</td>
<td>3A</td>
<td>2A</td>
<td>1B</td>
<td>3A</td>
<td>1B</td>
<td>1B</td>
<td>1B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table header</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table rows</td>
<td>4</td>
<td>2A 1B</td>
<td>2A 1B</td>
<td>1A 2B</td>
<td>2A 2B</td>
<td>2B</td>
<td>2A 1B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td>3B</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Used codes: A = fully achieved criterion; B = partly achieved criterion; empty cell = criterion was not achieved; * = tagged PDF
Table 21: Results according to criteria for the outputs with additional manual corrections

<table>
<thead>
<tr>
<th>File formats</th>
<th>Ref. no.</th>
<th>PDF 1.6 ADOBE ACROBAT PRO</th>
<th>PDF 1.5/UA ABBYY 15</th>
<th>PDF 1.7 WORD</th>
<th>RTF 1.9</th>
<th>DOCX 2007-</th>
<th>ePUB 3.0 WORD</th>
</tr>
</thead>
<tbody>
<tr>
<td>EODOPEM Partners</td>
<td></td>
<td>NUK*</td>
<td>NUK*</td>
<td>NUK*</td>
<td>UIBK</td>
<td>BNP</td>
<td>NUK</td>
</tr>
<tr>
<td>Alt-text picture</td>
<td>18</td>
<td></td>
<td></td>
<td>18A</td>
<td>13B</td>
<td>18A</td>
<td>18A</td>
</tr>
<tr>
<td>Alt-text chemical formula</td>
<td>2</td>
<td></td>
<td>2A</td>
<td>2B</td>
<td>2A</td>
<td>2A</td>
<td></td>
</tr>
<tr>
<td>Caption</td>
<td>19</td>
<td></td>
<td>11A 1B</td>
<td>19B</td>
<td>14B</td>
<td>19B</td>
<td></td>
</tr>
<tr>
<td>Footnotes</td>
<td>1</td>
<td>1B</td>
<td>1B</td>
<td>1A</td>
<td>1A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heading 1</td>
<td>7</td>
<td>7A</td>
<td>3A</td>
<td>7A</td>
<td>7A</td>
<td>7A</td>
<td></td>
</tr>
<tr>
<td>Heading 2</td>
<td>10</td>
<td>10A</td>
<td>1A</td>
<td>10A</td>
<td>8A</td>
<td>10A</td>
<td></td>
</tr>
<tr>
<td>Heading 3</td>
<td>1</td>
<td>1A</td>
<td>1A</td>
<td></td>
<td></td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Initial</td>
<td>1</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Language segment</td>
<td>6</td>
<td>2A</td>
<td>1B</td>
<td>5A</td>
<td>1B</td>
<td>6A</td>
<td></td>
</tr>
<tr>
<td>Math. (simple)</td>
<td>3</td>
<td>3A</td>
<td>3A</td>
<td>3A</td>
<td>3A</td>
<td>3A</td>
<td></td>
</tr>
<tr>
<td>Math. (adv.)</td>
<td>4</td>
<td>4A</td>
<td></td>
<td>4A</td>
<td>4A</td>
<td>4A</td>
<td></td>
</tr>
<tr>
<td>OCR errors</td>
<td>1</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Page rotation</td>
<td>1</td>
<td>1A</td>
<td></td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Pagination</td>
<td>12</td>
<td>11A</td>
<td>8A 1B</td>
<td>12A</td>
<td>10A 1B</td>
<td>9A</td>
<td>12A</td>
</tr>
<tr>
<td>Pagination double</td>
<td>2</td>
<td>1A</td>
<td>1A</td>
<td>2A</td>
<td>2A</td>
<td>1A</td>
<td>1A</td>
</tr>
<tr>
<td>Picture</td>
<td>18</td>
<td>18A</td>
<td></td>
<td>18A</td>
<td></td>
<td>18A</td>
<td></td>
</tr>
<tr>
<td>Picture chem. formula</td>
<td>2</td>
<td>2A</td>
<td></td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td></td>
</tr>
<tr>
<td>Primary language</td>
<td>1</td>
<td>1A</td>
<td></td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Special character</td>
<td>3</td>
<td>2A</td>
<td></td>
<td>2A</td>
<td>2A</td>
<td>2A</td>
<td></td>
</tr>
<tr>
<td>Stamp removal</td>
<td>1</td>
<td></td>
<td></td>
<td>1A</td>
<td>1A</td>
<td>1A</td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>4</td>
<td>4A</td>
<td></td>
<td>4A</td>
<td>4A</td>
<td>4A</td>
<td></td>
</tr>
<tr>
<td>Table header</td>
<td>4</td>
<td>4A</td>
<td></td>
<td>4A</td>
<td>4A</td>
<td>4A</td>
<td></td>
</tr>
<tr>
<td>Table rows</td>
<td>4</td>
<td>4A</td>
<td></td>
<td>4A</td>
<td>4A</td>
<td>4A</td>
<td></td>
</tr>
<tr>
<td>Text order</td>
<td>16</td>
<td>14A</td>
<td>15A</td>
<td>15A 1B</td>
<td>13A 1B</td>
<td>15A 1B</td>
<td>15A 1B</td>
</tr>
</tbody>
</table>

Used codes: A = fully achieved criterion; B = partly achieved criterion; empty cell = criterion was not achieved; * = tagged PDF

- **ALT-TEXT PICTURE (18)**
  The best result among the automatically generated outputs was achieved by the PDF/UA format from the Nicolaus Copernicus University in Torun (17B). The best result among outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (18A). The same result was also achieved by the PDF and ePUB formats created by Microsoft Word with manual corrections by the National and University Library (Slovenia).
None of the automatically generated outputs achieved this criterion, but the best result among the outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (2A). The same result was also achieved by the PDF and ePUB formats created by Microsoft Word with manual corrections by the National and University Library (Slovenia).

The best result among the automatically generated outputs was achieved by the PDF/UA format from the Nicolaus Copernicus University in Torun (9A 3B) and the PDF format from the University of Greifswald (5A 9B). The best result among the outputs with additional manual corrections was achieved by the PDF/UA format created by the latest desktop version of Abbyy FineReader from the National and University Library (Slovenia) (11A 1B).

None of the automatically generated outputs achieved this criterion, but the best result among the outputs with additional manual corrections was achieved by the PDF format from the University of Greifswald (4A). The best result among the outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (7A). The same result was also achieved by the PDF format with manually corrected tags in Adobe Acrobat Pro, as well as by the PDF and ePUB formats created by Microsoft Word with manual corrections, all three of which were from the National and University Library (Slovenia).

The best result among the automatically generated outputs was achieved by the PDF/UA format from the Nicolaus Copernicus University in Torun (5A). The best result among the outputs with additional manual corrections was achieved by the PDF with manually corrected tags in Adobe Acrobat Pro, as well as by the PDF and ePUB formats created by Microsoft Word with manual corrections, all three of which were from the National and University Library (Slovenia) (10A).
• **HEADING 3 (1)**
The best result among the automatically generated outputs was by achieved the PDF format from the University of Greifswald (1A). The best result among the outputs with additional manual corrections was achieved by the PDF with manually corrected tags in Adobe Acrobat Pro, as well as by the PDF and ePUB formats created by Microsoft Word with manual corrections, all three of which were from the National and University Library (Slovenia) (1A).

• **INITIAL (1)**
Among the automatically generated outputs, 8 PDF outputs fully achieved this criterion: the National Library of Estonia, the National and University Library (Slovenia), the National Library of Sweden, Slovak Centre of Scientific and Technical Information, the University Library Regensburg, the National Széchényi Library, the National Library of Portugal and the University of Tartu Library. All six outputs with additional manual corrections fully achieved this criterion.

• **LANGUAGE SEGMENTS (6)**
None of the automatically generated outputs achieved this criterion, but the best result among those with additional manual corrections was achieved by the ePUB format created by Microsoft Word with manual corrections from the National and University Library (Slovenia) (6A), closely followed by the PDF format created by Microsoft Word with manual corrections, also from the National and University Library (Slovenia) (5A 1B).

• **MATH (SIMPLE) (3)**
The best possible result (3A) among the automatically generated outputs was achieved by five PDF outputs: the National Library of Sweden, the National and University Library (Slovenia), the University Library Regensburg, the National Library of Portugal and the Nicolaus Copernicus University in Torun. All six of the outputs with additional manual corrections fully achieved this criterion.

• **MATH (ADVANCED) (4)**
The best result among the automatically generated outputs was achieved the RTF format from the University of Innsbruck (1B). The best result among the outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (4A). The same result was also achieved by the RTF format from the University of Innsbruck, as well as by the PDF and ePUB formats created by Microsoft Word with manual corrections from the National and University Library (Slovenia).

• **OCR ERRORS (1)**
The best possible result (1A) among the automatically generated outputs was achieved by four PDF formats from the National Library of Sweden, the National Széchényi Library, the
National Library of Portugal and the University of Tartu Library. All six of the outputs with additional manual corrections fully achieved this criterion.

- **PAGE ROTATION (1)**

Four of the automatically generated outputs used page rotation. The PDF outputs were: the National Library of Estonia, the Slovak Centre of Scientific and Technical Information and the University Library Regensburg. The same result was achieved by the edited XML and TXT format from the Moravian Library. All of the outputs with additional manual corrections fully achieved this criterion, except for the PDF format with manually corrected tags in Adobe Acrobat Pro from the National and University Library (Slovenia).

On verifying whether page rotation influenced any of the other criteria, it was observed that, at least in the presented outputs, this criterion did not influence the recognised table elements, as these PDF outputs were tagged PDFs. Nor did it influence the text order. It did, however, influence OCR recognition, as all four automatically generated outputs had good OCR, whereas the other examples were not always good (see Picture 3).

**TABLE OF THE WORKS**

<table>
<thead>
<tr>
<th>Opus. No.</th>
<th>Name of Place and Key</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>First Rondo in C minor</td>
</tr>
<tr>
<td>2</td>
<td>Variations on “La ci darem” with orchestral accompaniment, B flat major</td>
</tr>
<tr>
<td>3</td>
<td>Introduction de Polonaise brillante for piano and violin cello, C major</td>
</tr>
<tr>
<td>4</td>
<td>Sonata in C minor</td>
</tr>
<tr>
<td>5</td>
<td>Rondo a la Mazurka, F major</td>
</tr>
<tr>
<td>6</td>
<td>Four Mazurkas (1st Set) No. 1 F sharp minor</td>
</tr>
<tr>
<td></td>
<td>No. 2. C flat minor</td>
</tr>
<tr>
<td></td>
<td>No. 3. E major</td>
</tr>
<tr>
<td></td>
<td>No. 4. F flat minor</td>
</tr>
<tr>
<td>7</td>
<td>Five Mazurkas (2nd Set) No. 1 B flat major (S)</td>
</tr>
<tr>
<td></td>
<td>No. 2. A minor (6)</td>
</tr>
<tr>
<td></td>
<td>No. 3. F minor (7)</td>
</tr>
<tr>
<td></td>
<td>No. 4. A flat major (8)</td>
</tr>
<tr>
<td></td>
<td>No. 5. C major (9)</td>
</tr>
<tr>
<td>8</td>
<td>Trio for Piano, Violin, and Violoncello, G minor</td>
</tr>
<tr>
<td>9</td>
<td>Three Nocturnes</td>
</tr>
<tr>
<td></td>
<td>No. 1 B flat minor (Laghetto)</td>
</tr>
<tr>
<td></td>
<td>No. 2. E flat major (Andante)</td>
</tr>
<tr>
<td></td>
<td>No. 3. B major (Allegretto)</td>
</tr>
</tbody>
</table>

**FREDERICK CHOPIN**

*Composed Published Dedication.*

<table>
<thead>
<tr>
<th>1828</th>
<th>1825</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 1830</td>
<td>March 1830</td>
</tr>
</tbody>
</table>

Mme. de Laire

Tchaikovsky

1829 1835 Joseph Mark

1828 1829

1827 1832

---

*Picture 3: Comparison of two OCR outputs. The first example (left) is the output when the page was rotated, and the second example (right) is the output when the page was not rotated (poor OCR output).*
The best result among the automatically generated outputs was achieved by the PDF format from the University of Greifswald and the National and University Library (Slovenia) (9A). The best result among the outputs with additional manual corrections was achieved by the PDF and ePUB formats created by Microsoft Word with manual corrections by the National and University Library (Slovenia).

Ten of the automatically generated outputs did not split double pages. The PDF outputs were: the National Library of Estonia, the National Library of Sweden, the National Széchényi Library, the University Library Regensburg, the University of Greifswald, the Nicolaus Copernicus University in Torun and the National Library of Portugal. The same result was achieved by the edited and small edited XML and TXT format from the Moravian Library and the ePUB format from the University of Greifswald. Two of the outputs with additional manual corrections also failed to split double pages: the RTF format from the University of Innsbruck and the PDF format created by Microsoft Word from the National and University Library (Slovenia).

We verified whether the pagination-double criterion influenced any of the other criteria and observed that, at least in the presented outputs, this criterion did not influence any other criteria. It did, however, influence OCR recognition, as some of the automatically generated outputs had better OCR with regard to the full title and author that were spread over a double page, but this did not work on all of the examples (see Picture 4).

Picture 4: Comparison of two OCR outputs. The first example is the output when the double page was not split in two, resulting in the entire title and author at the top. The second example is the output when the page was split in two, resulting in only part of the title and
Some other OCR differences are visible, but they are not related to the criterion pagination-double.

- **PICTURE (18)**
The best result among the automatically generated outputs was achieved by the PDF format from the Nicolaus Copernicus University in Torun (16A 1B) and the PDF format from the University of Greifswald (15 A 2 B). All of the outputs with additional manual corrections achieved the best result (18A), except for the RTF format from the University of Innsbruck.

- **PICTURE (CHEM. FORMULA) (2)**
The best result among the automatically generated outputs was achieved by the PDF and ePUB formats from the University of Greifswald (1A). All of the outputs with additional manual corrections achieved the best result (2A), except for the RTF format from the University of Innsbruck.

- **PRIMARY LANGUAGE (1)**
Two of the automatically generated outputs had primary language added to the document: the PDF format from the Nicolaus Copernicus University in Torun and the RTF format from the University of Innsbruck. All six of the outputs with additional manual corrections fully achieved this criterion.

- **SPECIAL CHARACTER (3)**
The best result (2A) among the automatically generated outputs was achieved by the PDF format from the National and University Library (Slovenia), the National Library of Estonia, the National Library of Sweden, the Slovak Centre of Scientific and Technical Information, the University Library Regensburg, the National Széchényi Library, the University of Greifswald, the Nicolaus Copernicus University in Torun and the University of Tartu Library. The same result was achieved by the edited and small edited XML and TXT format from the Moravian Library, the XML and TXT format from the Olomouc Research Library and the ePUB format from the University of Greifswald. All six outputs with additional manual corrections achieved the same result at this criterion (2A).

- **STAMP REMOVAL (1)**
Three of the automatically generated outputs removed the stamp on a scan: the PDF format from the National Széchényi Library and the edited and small edited XML and TXT format from the Moravian Library. Four of the outputs with additional manual corrections also removed the stamp: the RTF format from the University of Innsbruck, the docx format from the National Library of Portugal, and the PDF and ePUB formats created by Microsoft Word from the National and University Library (Slovenia).
On verifying whether the removed stamp influenced OCR recognition in the area of the stamp, it was found that all three of the automatically generated outputs, as well as the outputs with manual corrections, had clean OCR with no mistakes in the paragraph concerned, in comparison to outputs in which the stamp had not been removed (see Pictures 5 and 6).

Many substances occurring in nature are polymers of this kind. Silk and rubber are examples. In 1930 the American chemist Carothers began to study polymerization, and in 1935 he produced a polymer that was very similar to the protein in silk. Nylon was developed from this discovery. Carothers’s research also led to the synthesis of rubber. Nylon was the first synthetic textile fibre developed.

Many substances occurring in nature are polymers of this kind. Silk and rubber are examples. In 1930 the American chemist Carothers began to study polymerization, and in 1935 he produced a polymer that was very similar to the protein in silk. Nylon was developed from this discovery. Carothers’s research also led to the synthesis of rubber. Nylon was the first synthetic textile fibre developed.

Picture 5: Comparison of two PDF outputs. The first example is the output when the stamp was removed, resulting in a clean text. The second example is the output when the stamp was not removed, which creates reading difficulties.

Picture 6: Additional comparison of the two OCR outputs. The first example is the output when the stamp was removed, resulting in a correct text with no mistakes. The second example is the output when the stamp was not removed, resulting in mistakes in the text that cause reading difficulties (especially with speech synthesis).
The best result among the automatically generated outputs was achieved by the PDF format from the Nicolaus Copernicus University in Torun (4A), closely followed by two examples of the PDF format from the University of Innsbruck, the PDF format from the University of Greifswald and the University of Tartu Library, and the RTF format from the University of Innsbruck, all of which achieved the result 3A. All of the outputs with additional manual corrections achieved the best result, except for the PDF format with manually corrected tags in Adobe Acrobat Pro from the National and University Library (Slovenia).

The best result among the automatically generated outputs was achieved by the PDF format from the Nicolaus Copernicus University in Torun (3A 1B). The best result among the outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (4A). The same result was also achieved by the PDF and ePUB formats created by Microsoft Word with manual corrections and the PDF/UA format created by the latest desktop version of Abbyy FineReader from the National and University Library (Slovenia).

The best result among the automatically generated outputs was achieved by the PDF format from the Nicolaus Copernicus University in Torun (2A 2B). All of the outputs with additional manual corrections achieved the best result, except for the PDF format with manually corrected tags in Adobe Acrobat Pro from the National and University Library (Slovenia).

The best result among the automatically generated outputs was achieved by the PDF format from the Nicolaus Copernicus University in Torun (12A). The best result among the outputs with additional manual corrections was achieved by the docx format from the National Library of Portugal (15A 1B). The same result was also achieved by the PDF and ePUB formats created by Microsoft Word with manual corrections from the National and University Library (Slovenia).
4 Test findings

Although manual corrections can significantly improve OCR quality, some exceptions were found, as described below. Since manual correction is time consuming, the objective is to achieve the best automatic outputs before any manual corrections are needed.

The test results show that the best outputs were achieved using PDF/UA as a delivery format or tagged PDF. These file formats dealt with all of the criteria better than the other file formats. The only shortcoming is the inability to visually adapt the content to specific needs, as described in section 1.2 Description of the report.

However, some criteria were only partially met: either they were almost met or they were technically adequate but the content was not related (e.g., the Alt-text field was assigned, but the content was not correct – the text corresponded to the caption, or the caption tag was assigned, but the text inside the element was not the text corresponding to the image). The alt-text criterion exemplified the most problems, as it is an element that currently requires human input.

For the blind and partially sighted, the most acceptable delivery formats are Microsoft Word files (RTF and doc) and ePUBs in annotated PDF format.

There are few criteria that are as important for mobile devices as they are for the blind and partially sighted, but output that is well adapted for the blind and partially sighted is also friendlier for mobile devices. The most useful formats for mobile devices are next delivery file formats: EPUBs and Microsoft Word files (RTF in docx).

Average scan qualities were deliberately used in order to test the partners’ OCR tools to the greatest possible extent. Among other factors, the structure of the scan is very important. The results may also have been different if the test sample had comprised texts from a single publication. In this case, the texts would have had the same structure, or at least a similar one (e.g., the allocation of title tags is based on the size and font of the titles). Different scans also caused problems for some partners, as the system did not accept scans of different sizes or different systems were used for monographs and newspapers. Some partners solved this problem by importing each scan separately.

Some problems were due to specific elements in the scan, such as the table of contents in Scan 15. The OCR output was plain text, although in the case of a whole book, internal links to individual chapters would be desirable.

The results were also influenced by the complexity of the structure of the elements in the scans. Scans with a simple (one column) structure had fewer errors than those with a complex structure (multiple columns and other elements).

In addition, the testing gave rise to the following findings:

• Except for the PDF/UA format, no links are evident between format versions or standards.
• Page rotation enabled better recognition of tables.
• In the case of double pages, scans with joint title and author’s name spread over both pages were not recognised as a joint element: the texts of the title and author’s name were affected when the double pages were split in two.
• There is a need to find a method for analysing partners’ workflows and assessing the potential impact on results, and for determining how additional manual work affects the results (BNP, UIBK, NUK).

We should take in consideration the fact that delivery formats that meet the needs of the blind and partially sighted also enable a better experience for users of mobile devices.

None of the EODOPEN partners produce audiobooks, so we were unable to analyse this aspect.
5 Possible solutions and recommendations

Some recommendations and solutions concerning delivery formats for mobile devices as well as for print-disabled users are presented below. There are two possible paths that libraries and other institutions can choose, depending on the users’ needs. In order to achieve the best possible user experience, we also offer a third option, i.e., the integration of both models, thereby increasing accessibility for everyone.

5.1 Solutions for mobile devices

The biggest problem with mobile devices, especially mobile phones, is the small screen size, for which non-responsive delivery file formats are not recommended. In addition, it is more difficult to search for parts of a publication on mobile devices. It is therefore recommended to enable easier navigation through the work, at least by the main chapters or by the original page numbers or other specified landmarks. It is also important to allow a format that enables at least basic visual adaptations of the text to the personal needs of the users (text background, font, text size, etc.). For better use of publications on mobile devices, we suggest minimal manual interventions in the publications themselves.

Based on the analysis of the test results, a survey among users and the reviewed literature in D11: Guidelines and Recommendations..., we recommend the following:

1. Delivery file formats that are adaptable to screens should be used (EPUB, MOBI, AZW, HTML and variations of Microsoft Word documents). These formats also enable additional functionalities, such as adding bookmarks, changing the visual appearance, etc.

2. Among the above-mentioned formats, Microsoft Word variations, EPUB and HTML are open and not proprietary file formats compared to MOBI and AZW. The proprietary file formats should be used only when we are aware that the user has appropriate software to access the content.

3. When using PDF as a delivery file format, we recommend selecting tagged PDF or PDF/UA.

4. We suggest enabling a table of contents or structural tags that mark the headings in the publication, thus allowing navigation within the applications/programs for reading on the devices themselves. Alternatively, a page with a table of contents can be added.

5. Particular attention should be paid to “page rotation”, “pagination double” and “stamp removal”, as these criteria have been shown to improve visual appearance, as well as OCR. However, we suggest deciding on this on a case-by-case basis.

For the not proprietary file formats PDF, PDF/UA, DOCX, RTF and EPUB, the following software were mostly used to generate the formats: Abbyy Finereader, Microsoft Office Word, Adobe InDesign, Adobe Acrobat Pro and WordToEpub. The results vary among
software and among the amount of manual work put into creation of the format so we can not give any specific recommendation.

We should consider the fact that users of mobile devices can also be users of assistive technologies such as speech synthesis, as more and more sighted people enjoy listening to audio publications. In this case, solutions for print-disabled users should be applied in order to ensure access to the widest possible group of users.

5.2 Solutions for print-disabled users

Solutions for the blind and partially sighted, as well as other people who have problems accessing conventional print or electronic publications, are more complex and require more work, time and specialised knowledge. It is important to have access not only to publications, but also to assistive technology and, through this, to achieve a fluid flow of the text, despite complex elements and demanding page structure. In this regard, the most important criteria are: text order, OCR clean-up, primary language and language segments. Due to linear reading, it is necessary to allow navigation to different locations in the publication (via chapters or original pages of the publication or other landmarks). There is also a need to facilitate the understanding of visual elements. Special elements (tables, table headers, captions, footnotes, hyperlinks, complex mathematical notations, etc.) should be adapted to function technically with the help of assistive technologies. Last but not least, it is also important to enable people with residual vision to visually adapt the appearance of the publication to their personal needs (enlargement of the text, background of the text, change of font, etc.)

We recommend:
1. Undertaking an OCR clean-up and fixing the text order.
2. Paying attention to text contrast – scanned PDFs usually have low contrast between text and background due to the colour of the paper.
3. Adding document language and marking segments that are in a different language.
4. Adding navigation segments for chapters, subchapters, original page number, captions, footnotes, hyperlinks, etc.
5. Adding descriptions for visual elements that contribute additional value to the surrounding text, e.g., alt-text for images, graphs, etc.
6. Fixing the structure of tables: table headers, table rows and table cells.
7. Devoting special attention to mathematical expressions. If possible, MathML and/or Latex should be used.
8. Specifically for the blind: using formats that do not contain visual elements and that support assistive technology, e.g., TXT or variations of Microsoft Word documents. In this case, the visual elements are not needed, but alt-text is even more crucial.
9. Specifically for the visually impaired: using formats that are adaptable to screens and that also enable other modern functions for working with the material, e.g., adding
bookmarks, changing the visual appearance, etc. (variations of Microsoft Word documents, EPUB, HTML, MOBI, AZW). Consider open and not proprietary file formats.

10. Using tagged PDF or PDF/UA when using the PDF format.

11. Testing at least one assistive technology or using a test group of blind and partially sighted people and implementing their observations in future workflows.
6 Summary

The aim of the Report on Trial Implementations for Mobile Devices and Print-Disabled Users is to help libraries and other cultural organisations to make digitised content available to a broader community. The Report is based on EODOPEN partners’ digitisation experiences at their organisations and complements the EODOPEN Project Deliverable 11: Guidelines and Recommendations for the Provision of Alternative and Special Formats, which addresses delivery formats and criteria for increasing the quality of digitisation results for users of mobile devices as well as blind and partially sighted users.

In order to find out which scanning and recognition workflows are optimal for achieving the best results in OCR, a trial implementation among EODOPEN partners was undertaken. One of the goals was to determine which file formats could be generated, as different file formats can give users different user experiences.

The test sample consisted of 16 scans in the TIFF format (see Annex 1), comprising both textual and non-textual elements, such as plain text, chapters and sub-chapters, columns, tables, footnotes, flowcharts, images and text accompanying images (captions). In order to obtain comparable results, it was decided to choose text samples in English and distribute them to all of the project partners. In addition to the scan samples, each partner received a test report questionnaire in which they described the different stages in their digitisation workflows.

For the evaluation of the results, 24 criteria were prepared. These criteria were based on WCAG to ensure the optimal accessibility of the documents and other best practice guidelines. The criteria are: alt-text picture, alt-text picture (chemical formula), caption, footnotes, heading 1, heading 2, heading 3, initial, different language segments, mathematical formulas (simple), mathematical formulas (advanced), OCR errors (text in Picture 4 on Scan 7), page rotation, pagination, pagination-double, picture, picture (chemical formula), primary language setting, special character, stamp removal, table, table header, table rows and text order.

A total of 23 test results from 13 partner institutions were received and analysed. These included results of automatically generated outputs (17), as well as outputs that contained additional manual corrections (6). The software packages used for testing the samples were: ABBYY FineReader, ABBYY FineReader 11, ABBY Recognition server 4, ABBY Recognition server 14, ScanGate by Treventus Mechatronics, ABBYY FineReader PDF 15 Standard, Abbyy Finereader 15 desktop version, Adobe Acrobat Pro, IRIS OCR, LIMB processing, Microsoft Office Word, Scan Tailor Advanced v1.01.16, Tesseract 5.0.0-beta-20210815-22-g386dd, Photoshop 23.2.2., Project PERO OCR and WordToEpub.
The findings showed that manual corrections could significantly improve OCR quality. However, such corrections are time consuming and the focus was therefore on automatic processing. The test results showed that the best outputs were achieved using PDF/UA as the delivery format or tagged PDF. These file formats dealt with all of the criteria better than the other file formats. However, some criteria were only partially met: either they were almost met or they were technically adequate but the content was not related. The alt-text criterion exemplified the most problems, as it is an element that currently requires human input. Formats that do not contain visual elements and support assistive technology are most suitable for the blind, such TXT or variations of Microsoft Word documents. For the partially sighted, the use of formats that are adaptable to screens and enable other modern functions for working with material are most suitable, such as variations of Microsoft Word documents, ePUB, HTML, MOBI or AZW.

Another factor that should be taken in consideration is that delivery formats that meet the needs of the blind and partially sighted also enable a better experience for users of mobile devices. The most useful formats for mobile devices are next delivery file formats: ePUB, MOBI, AZW, HTML and variations of Microsoft Word documents.

Since none of the EODOPEN partners produce audiobooks, so this aspect was not part of the analysis.

At the end of the report, some recommendations and solutions concerning delivery formats for mobile devices and for print-disabled users are presented.
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8 Vocabulary

ALTERNATIVE TEXT (ALT-TEXT) – Alternative text provides a textual description for non-text content (pictures, graphics, diagrams ...).

ASSISTIVE TECHNOLOGIES – “... any item, piece of equipment, software program, or product system that is used to increase, maintain, or improve the functional capabilities of persons with disabilities.” (Source: ATIA, https://www.atia.org/home/at-resources/what-is-at/)

DELIVERY FILE FORMAT – the final file formats accessed by the users.

DIGITAL CONVERSION – digitisation

DIGITISATION WORKFLOW – all the processes implemented during the digitisation process from image capturing, image processing, OCR production ..., to the conversion of scanning file format to archival and access file formats.

EBOOK – the term eBook usually refers to born-digital publications. However, we use the term of eBook especially referring to digital publications produced as a result of digital conversion, including formats for special needs (audiobooks), which is also the aim of EODOPEN project

IMAGE CAPTURING – scanning.

IMAGE PROCESSING – “Image processing is a method to perform some operations on an image, in order to get an enhanced image or to extract some useful information from it.” (Source: Digital Image Processing, University of Tartu, https://sisu.ut.ee/imageprocessing/book/1).

MOBILE DEVICES – were mobile or smartphones, laptops, and tablet computers.

PARTIALLY SIGHTED – “People who are partially sighted are not completely blind but are able to see very little.” (Source Cambridge Dictionaire, https://dictionary.cambridge.org/dictionary/english/partially-sighted). Use for visually impaired.

PRINT DISABLED – “The term “print disabled” was coined by George Kerscher, Ph.D. around 1989 to describe persons who could not access print. He used it to refer to: A person who cannot effectively read print because of a visual, physical, perceptual, developmental, cognitive, or learning disability.” (Source: https://myblindspot.org/mbs-accessibility-defined/).

PROPRIETARY FILE FORMATS – formats that rely on specific software for using and the content of the file can’t be read without that software, ex. MOBI, AZW

RESPONSIVE FILE FORMAT – is a format that enables the text to adjust to any screen size.

SCREEN READER – “Screen readers perform a text to speech role, but also allow audio-only access to the menus and other features of the delivery platform” (McNaught and Alexander, 2014)
TAGGED PDF – PDF which contains tags for each page element and enables easier access to document’s content with assistive technologies.

TEXT TO SPEECH – “Text to speech is a mature technology that allows text on screen to be voiced by software. (McNaught and Alexander, 2014)

VISUALLY IMPAIRED – see partially sighted.

9 Used acronyms

EBU – European Blind Union.


EODOPEN PARTNERS ACRONYMS

BNP - National Library of Portugal
CVTI SR - Slovak Centre of Scientific and Technical Information
MZK - Moravian Library
NCU - Nicolaus Copernicus University in Torun
NLE - National Library of Estonia
NLS - National Library of Sweden
NUK - National and University Library
OSZK - National Széchényi Library
UG, University of Greifswald
UIBK - University of Innsbruck
UREG - University of Regensburg
UT - University of Tartu
VKOL - Research Library Olomouc
OCR – Optical Character Recognition
WCAG – Web Content Accessibility Guidelines

Acronyms for file formats:

AZW – Amazon Word
docx - Microsoft Word Open XML Format
ePUB - electronic publication
HTML - Hyper Text Markup Language
MOBI - MOBI file format (Mobipocket eBook format)
PDF – Portable Document Format
RTF – Rich Text Format
10 Annexes

Annex 1. Testing samples
algebra
A branch of the science of mathematics. It is like arithmetic, but as well as using numbers it uses letters of the alphabet to symbolize numbers.

One reason for using symbols in place of numbers is that we often do not know what the number we are interested in is. We are trying to find out what it is.

Suppose a boy tells us that he wants to buy something costing £5 and he needs another £2. We could say this algebraically by writing $x + 2 = 5$. Here $x$ stands for the number of pounds he already has. We can then go on to work out what number $x$ actually is. Later we shall look at some ways of doing this.

Algebra can be thought of as a form of shorthand. For addition and subtraction we use the familiar signs $+$ and $-$. In arithmetic we use $\times$ as the multiplication sign. We avoid using it in this way in algebra, because $x$ is often used to stand for an unknown number. To show that two numbers are to be multiplied together, we usually place them side by side with no symbol between them. For example, $2x$ means 2 multiplied by the number that $x$ stands for. And $ab$ means the number that $a$ stands for multiplied by the number that $b$ stands for.

For division we use the idea of fractions, $\frac{1}{x}$ means $x$ divided by 3. If we need to show a number multiplied by itself several times we use small index numbers called ‘exponents’. For example, $x^2$ means $x$ multiplied by $x$, $x^3$ means $x \times x \times x$; that is, four $x$s multiplied together. 2 and 4 are the exponents.

Here is an algebraic expression using some of the above ‘short-hand’: $x^2 + 2x - 3y$. The symbols $x$ and $y$ stand for two unknown numbers. If, for example $x$ stands for the number 3 and $y$ stands for the number 5 the expression becomes: $(3)^2 + (2 \times 3 \times 5) - (3 \times 5)$ or $9 + 30 - 15$, which is 24. The brackets show which parts to work out first.

Algebraic statements
To make a complete statement using numbers we must have a ‘verb’. We use ‘equals’ or ‘is greater than’ or ‘is less than’. The signs for these verbs are $=, >$ and $<$. Using ordinary numbers, we can then write: $2 + 3 = 5$; $2 + 3 > 4; 2 + 3 < 6$. We can also use symbols instead of numbers.

For example: $2x - 3 = 7$. This is an ‘equation’. It says that twice the number that $x$ stands for, with 3 added to it, is equal to 7. The statement is true if $x$ stands for the number 5, but not true if it stands for any other number.

An equation is a statement that is only true for certain values of the unknown number. These values are called solutions of the equation.

An inequality is a statement like $2x + 3 > 7$. The statement is true for a range of values of $x$. It is true in fact for all values greater than 2. To solve an equation or inequality means to find the number or set of numbers which make it a true statement.
experiments could show which substances were elements, and there might be many more than the four "elements" of the ancients. The final break away from chemistry from alchemy came when the theory of phlogiston was proved wrong. This theory was put forward by the German Georg Stahl in the 18th century. He said that phlogiston was a substance and that when things containing phlogiston burned, phlogiston was released. This was generally accepted, but phlogiston was a substance without a definite chemical nature. It was the French chemist Lavoisier who finally proved this wrong.

In 1774, he repeated one of Priestley's experiments and weighed everything carefully. He heated mercury in a closed vessel. A dark crust formed on the surface of the mercury. He found that the mercury had increased in weight while it was burning, and that the amount of air in the vessel had decreased. He concluded that the mercury had not given off phlogiston. Instead, it had taken something from the air. This something he called oxygen. He found that it was possible to get back this oxygen by heating the crust of mercury vigorously. In this way, the oxygen was released again.

Many new chemical substances were discovered after that time. They were given names in a logical way by Lavoisier and his followers. Chemists now began to try to make chemicals in their laboratories, starting with simple substances and trying to make them react and combine. Later on, with the help of electricity, they were able to break down natural mineral products and build them up again. But it did not seem possible to do this with products from animals and plants. These chemicals were called organic because they came from living things (see: carbon). Organic and inorganic chemistry eventually became two distinct branches of science.

For many years, it was believed that there was something missing, a "vital principle" that was lost when something was burned - rather like phlogiston - when a substance was broken down into its component parts. The chemist Wohler, in 1828, accidentally changed the inorganic chemical ammonium cyanide (which he got from strictly mineral sources) into the organic chemical urea (which occurs in urine). This was the start of a new approach to chemistry.

Atoms, molecules and equations

The chemist deals with very exact quantities: only precise numbers of atoms or molecules react with each other. And he has to know exactly what quantities of chemicals to mix together. For this reason, he states his chemical facts in a mathematical form.

First of all he needs a set of symbols to represent all the different elements. Lavoisier was the first to give the elements logical names like oxygen ("acid-maker") and hydrogen ("water-maker"). The symbols for these elements are now O and H. Other symbols are equally obvious: S for sulphur, P for phosphorus, C for carbon, Ca for calcium ("chalk metal"), and so on. Other elements were given symbols derived from their Latin names: Na for sodium, S for sulphur, K for potassium, from Kalium.

In 1808, John Dalton published his theory of the atomic nature of matter. His suggestions have had to be slightly modified as we have found out more about atoms, but they are basically unchanged. In brief, every element is made up of atoms, which do not break up during chemical reactions. All atoms of any one element are the same in weight and other properties. But atoms of different elements differ from one another. Chemical compounds are formed by atoms of different kinds joining together.

The symbol of an element, therefore, is used to represent one atom of an element. Compounds are represented by combinations of the atomic symbols, showing how many of each kind of atom there are in one molecule. Oxygen, for instance, exists normally as a gas with molecules that contain two atoms. We write the O₂. Hydrogen similarly exists as the gas H₂. If we mix hydrogen and oxygen together and explode them with an electric spark, water is formed.

But to make water, we need two molecules of hydrogen to every one of oxygen, 

\[ 2H_2 + O_2 \rightarrow 2H_2O \]

This will give us two molecules of water.

In the same way, one molecule of oxygen, containing two atoms, and one atom of carbon will produce one molecule of carbon dioxide:

\[ C + O_2 \rightarrow CO_2 \]

The chemical equation is just like an equation in algebra; the numbers of molecules that are involved are reduced to the smallest whole number. But in reality, of course, many millions of molecules are present.

Different elements combine together in different proportions. It is as if the atoms had little hooks with which they could attach themselves to other atoms. In fact, this is due to the number of electrons present in the outer orbits of the atom. Hydrogen has only one hook, H-. Oxygen however has two hooks, O-. This is why two atoms of hydrogen and one atom of oxygen make water, H₂O-H⁻.

The number of hooks of this kind that an atom possesses is called its valence. Hydrogen has a valence of only 1; oxygen has a valence of 2. Calcium also has a valence of 2, aluminium has a valence of 3, and carbon has a valence of 4. Some elements have more than one valence.
Scientists have now made artificial elements of high atomic weight. In honour of Mendeleev, one of these was named mendelevium in 1955 (see physics).

What chemists do
As we have seen, all chemistry is divided into inorganic and organic chemistry. This is a rather artificial division, but it recognises the difficulty that the early chemists had in dealing with the products of living things.

Roughly speaking, inorganic chemistry is concerned with mineral substances. The possible number of inorganic chemicals is limited. Most naturally occurring minerals are either simple compounds of a metal with chlorine, oxygen or sulphur, or with phosphoric, phosphoric or carbonic acid. Or they are rather more complex structures held together by the element silicon. Most of the inorganic chemist's work concerns finding better ways of preparing pure elements, methods of separating pure compounds, and ways to make different mixtures of metals (alloys) that have special properties.

Organic chemistry is concerned with substances that are compounds of carbon with one or more other elements. Carbon has very special properties. It can make many thousands of compounds and these include the most complex substances known.

Silicon can also form many complex compounds. It is similar in its properties to carbon.

Some important organic substances—silicones—have been made, in which silicon partly replaces carbon. It has been suggested that life on some other planets could be based on compounds of silicon rather than carbon compounds.

Organic chemists concern themselves with analysis. When they discover a new compound they try to find out what elements it is made of and how they are put together in the molecule. Then they try to make the compound in the laboratory. This is called synthesis. If they succeed in making the compound, they often try to make other compounds like it, but which may be even more useful.

Chemistry in industry
Some of the world's earliest industries were chemical ones: drugs, brewing, mining and metallurgy. The chemists of the 18th century laid the foundations of today's 'heavy chemical' industry. They found that by heating coal in closed vessels coal gas was formed. This could be used for lighting and heating. A number of liquids and a residue of tar were also formed. The liquids could be separated from each other by distillation. Most of them were oily, inflammable compounds of carbon and hydrogen. The organic chemists analysed these substances and gave them names: the hydrocarbons benzene, toluene, naphthalene and anthracene; the phenols, carbolic acid, cresol and so on.

Organic chemists everywhere now turn their attentions to improving on natural products. They took the separate compounds obtained from coal tar and experimented with them. They tried to find ways to change them into other compounds by adding or taking away groups of atoms. They made drugs like aspirin, lots of different dyes, explosives, fruit flavours and perfumes. They also started to make substances like margarine, cellulose, nylon and saccharine. Later they made detergents and artificial rubber from the by-products of the oil industry.

Chemists have also devised fertilisers that are now indispensable to modern farming, and additives, colourants and preservatives to alter the properties of food and cosmetics. Useful as they are in providing us with convenient products, some of these chemicals can be a threat to health. Many people now prefer to buy food that is free from artificial substances or that has not been grown with synthetic fertilizers.

The foundations of the plastics industry were laid when Otto Bayer laid out two simple chemicals—phenol and formaldehyde—together and made bakelite. This artificial resin is formed from many molecules joining together and giving off water. The very large molecule that is formed in this way is called a polymer.

Many substances occurring in nature are polymers of this kind. Silk and rubber are examples. In 1930 the American chemist Carothers began to study polymerisation, and in 1939 he produced a polymer that was very similar to the protein in silk. Nylon was developed from this discovery. Carothers' research led to the synthesis of rubber. Nylon was the first synthetic textile fibre developed.
What do a sugar lump, a loaf of bread and a potato have in common? They all contain carbohydrates. The sugar lump is made entirely of one of the simpler types of carbohydrate, which are all called sugars. The bread is made from flour, which contains a more complicated carbohydrate, starch. The potato also contains starch, food stored by the plant to feed its new shoots in the spring.

There are many types of sugar. Plants make sugars by the process of photosynthesis (see: photosynthesis). Plant sap is full of sugar. Both plants and animals change these sugars into one type, glucose, which they use for energy. Plants store glucose by combining many molecules of it to form a large starch molecule. Starch does not dissolve in water and is too large to enter or leave a cell. When the plant needs the stored energy, it breaks down the large molecule into small glucose molecules and uses them. Glucose is a small molecule that dissolves in water, and passes easily into and out of the cell. Carbohydrates are the main source of energy in our diet. When we eat stored plant starch in flour or potatoes, our bodies too break it down into glucose.

The name carbohydrate refers to the chemical composition of these compounds. The formula shows that for each carbon atom (C) there are two hydrogen atoms (H) and one oxygen atom (O), as in water (H₂O). For instance, a sugar that contains six carbon atoms usually has enough hydrogen and oxygen atoms to make six molecules of water: C₆H₁₂O₆.

Carbohydrates are made by plants from light, water and CO₂. Man gets energy by eating plants and animals.

It is more accurate and useful to draw a diagram of the molecule. There are many different sugars with the formula C₆H₁₂O₆. Each of these sugars has a different taste and takes part in different chemical reactions, according to the arrangement of its atoms.

Sugars are the simplest carbohydrates. The simplest sugars consist of just one type of sugar molecule. Such a molecule is called a monosaccharide, that is, “one sugar”. Usually this molecule contains from three to seven carbon atoms. Glucose, which is found in all plants, is the main sugar found in fruit. It has six carbon atoms. Ribose, a sugar that is found in the nucleus of the cell, has five carbon atoms. Two other five-carbon sugars are found in the sticky gums with which plants heal wounds in their bark. These are arabinose and xylose.

Two monosaccharide molecules can be joined together to make a double sugar, a disaccharide. We are most familiar with the disaccharide sucrose. This is the sugar we eat in our food. Sucrose is found in the sap of many plants. Maple syrup is mostly sucrose. The commercial sugar industry makes its brown or white crystals of sucrose from sugar cane and sugar beets. In warm climates these plants are fairly easy to grow in large quantities and yield plenty of sucrose. Honey also contains sucrose, mixed with glucose and another sugar, fructose.

Each molecule of sucrose is made up of a molecule of glucose and one of fructose joined together. These double molecules are too large to be absorbed by our cells. When we eat...
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"A bold face and at the head of the man,

In the eye and the end of the day,

I call them the best of them all,

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.

The last line of the earth is called,

The first line is the God who made them.
Gone with the Wind

gleaming brightness the dogwood trees that were solid masses of white blossoms against the background of new green. The twins’ horses were hitched in the driveway, big animals, red as their masters’ hair; and around the horses’ legs quivered the pack of lean, nervous possum hounds that accompanied Stuart and Brent wherever they went. A little aloof, as became an aristocrat, lay a black-spotted carriage dog, muzzle on paws, patiently waiting for the boys to go home to supper.

Between the hounds and the horses and the twins there was a kinship deeper than that of their constant companionship. They were all healthy, thoughtless young animals, sleek, graceful, high spirited, the boys as mettlesome as the horses they rode, mettlesome and dangerous but, withal, sweet-tempered to those who knew how to handle them.

Although born to the ease of plantation life, waited on hand and foot since infancy, the faces of the three on the porch were neither slack nor soft. They had the vigor and alertness of country people who have spent all their lives in the open and troubled their heads very little with dull things in books. Life in the north Georgia county of Clayton was still new and, according to the standards of Augusta, Savannah and Charleston, a little crude. The more sedate and older sections of the South looked down their noses at the up-country Georgians, but here in north Georgia, a lack of the niceties of classical education carried no shame, provided a man was smart in the things that mattered. And raising good cotton, riding well, shooting straight, dancing lightly, squiring the ladies with elegance and carrying one’s liquor like a gentleman were the things that mattered.

In these accomplishments the twins excelled, and they were equally outstanding in their notorious inability to learn anything contained between the covers of books. Their family had more money, more horses, more slaves than any one else in the County, but the boys had less grammar than most of their poor Cracker neighbors.

It was for this precise reason that Stuart and Brent were idling on the porch of Tara this April afternoon. They had just been expelled from the University of Georgia, the fourth university that had thrown them out in two years; and their older brothers, Tom and Boyd, had come home with them, because they refused to remain at an institution where the twins were not welcome. Stuart and Brent considered their latest expulsion a fine joke, and Scarlett, who had not willingly opened a book since leaving the Fayetteville Female Academy the year before, thought it just as amusing as they did.
MASTER THADDEUS;

or,

The Last Foray in Lithuania.

BOOK I.

HOME-KEEPING.

Return of a young gentleman—A first meeting in a chamber, a second at table—Valuable instructions of the Judge concerning politeness—The Podhomory’s political views on fashions—The beginning of the quarrel of Kup and Sokol—The Wojak’s sorrow—The last Wony of the tribunal—A glance over the contemporary political situation in Lithuania and Europe.

LITVA! my country, like art thou to health, For how to prize thee he alone can tell Who has lost thee. I behold thy beauty now In full adornment, and I sing of it Because I long for thee.

O holy Virgin!

Thou, who defendest Czenstochowa bright,²
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and
\[ \Delta p = \rho_v gh, \]

being the difference between the vapor pressures at the inner and outer surfaces.

Hence
\[ h = \frac{\Delta p}{\rho_v g} = \frac{2T}{R(\rho_v - \rho_0) g}, \]

and
\[ \Delta p = \frac{2T \rho_v}{R(\rho_v - \rho_0)}. \]

At ordinary temperatures and for droplets whose radii are \(10^{-4}\) cm. (a possible size) the temperature depression, or error, amounts roughly to 0.02° C. According to the equation, the error obviously might have any value, though actually it seems always to be small; that is, this, too, like many other physical equations, has its limitations.

In taking humidity measurements the observer must be careful that his presence does not affect the amount of moisture in the air under examination—he must stand to the lee of his apparatus.

Although the dew-point apparatus and other absolute hygrometers are extremely simple in theory, they generally are too complicated in structure and too difficult to manipulate to be suitable for routine observations.\(^1\) On the other hand, the psychrometer, presently to be explained, which depends on the maximum cooling of water by evaporation when amply ventilated, is less obvious in theory,\(^2\) but both simple in construction and easy to use.

A convenient form of the psychrometric equation is:
\[ e = e' - AB(t - t'), \]

---


RÜPPEL'S WARBLER.

SYLVIA RUEPELLI (Temm.).

Rüppell's Grassnäck, Ger.

Breeding range. Greece, Asia Minor, Palestine, and Algeria.

This Warbler breeds rarely in Europe proper, though not uncommonly in Asia Minor, and I have not had an opportunity of seeing it or of taking its nest. It is said to affect bushes and reeds, keeping to the densest portions, and is sprightly and active. It frequents gardens, bushes near water, and scattered thorn bushes on hillsides, in fields, meadows, and in dry and almost desert places. In Europe and Asia Minor it is a summer resident, arriving late and leaving again early. Its call note is said to resemble that of the Sardinian Warbler.

The breeding season is from the latter part of April to the earlier half of June, and the nest is placed in a bush, usually on a hillside, and tolerably compactly built of dried grass-bents and fine plant-stems, neatly lined with fine horsehair. The eggs, usually four or five in number, are greyish-white with almost confluent greyish-brown dots and spots which give them a marbled appearance. Judging from those in my collection they do not appear to be subject to much variation, but some are more clearly marked than others. In size they vary from 0.71 by 0.73 to 0.75 by 0.77 inch.

The nest is figured from one sent to me with the bird and four eggs by Mr. Whittall of Smyrna, who informs me that it was taken at Burnabat on the 8th June.
Not only the children of the rich people study in our universities as it used to be before; here, too, the boys and girls of the German working class make their studies. They acquire the knowledge they need.

The number of students from African countries has increased from year to year. We are glad that we can give friendly assistance to other peoples in this way. Our doors are held wide open for our friends.

to manage the large and modern enterprises in industry and agriculture, master science, and make life more prosperous and brighter. And next to them sit people from various nations.
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<table>
<thead>
<tr>
<th>Temperature 50 degrees Fahrenheit</th>
<th>Acidity of vinegar per cent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>1.5</td>
</tr>
<tr>
<td>2.</td>
<td>2.0</td>
</tr>
<tr>
<td>3.</td>
<td>2.3</td>
</tr>
<tr>
<td>4.</td>
<td>2.5</td>
</tr>
<tr>
<td>5.</td>
<td>3.0</td>
</tr>
<tr>
<td>6.</td>
<td>3.5</td>
</tr>
<tr>
<td>7.</td>
<td>4.0</td>
</tr>
<tr>
<td>8.</td>
<td>4.5</td>
</tr>
<tr>
<td>9.</td>
<td>5.0*</td>
</tr>
<tr>
<td>1.0</td>
<td>5.5</td>
</tr>
<tr>
<td>1.1</td>
<td>6.0</td>
</tr>
<tr>
<td>1.2</td>
<td>6.5</td>
</tr>
<tr>
<td>1.3</td>
<td>7.0</td>
</tr>
<tr>
<td>1.4</td>
<td>7.5</td>
</tr>
</tbody>
</table>

**VINEGAR PESTS.**

Vinegar Eels. These are small animals, microscopic in size, that belong to a group of worms known as nematode worms. These worms are able to live in dilute acid and dilute alcohol of the strength used to make vinegar. The worms are so small that it would require over 500 placed end to end to measure one inch in length. They multiply very rapidly but the principle injury they cause to vinegar is by the disagreeable odor, the putrefaction of their dead bodies produce. The only remedy when the tubs become infested is to empty and scald them thoroughly.

Vinegar Flies. These insects are sometimes known as fruit flies as they live and feed on decaying fruits and fermenting fruit juices. These flies are about one tenth of an inch in length and a yellowish brown in color. The eyes are prominent and red. They are common and disagreeable pests around vinegar but can be kept out of the apparatus by covering the openings for ventilation with gauze.

Molds and Bacteria. There are several molds and bacterial forms that oftentimes effect the fabrication of vinegar. These organisms destroy and reduce the acid contents and often times develop disagreeable odors and flavors. When the apparatus becomes infected with any of these forms the only remedy is to empty the apparatus and scald it thoroughly.

---

**SWEET CLOVER—ITS VALUE TO THE BEEKEEPER.**

By M. G. Badant, Hamilton, Illinois.

We have seen sweet clover advance in the last few years from the position of a noxious weed to that of one of the best forage plants of the country, some claims being made that it is even superior to alfalfa. The farm papers have contained many articles extolling its value, giving proper soils, their preparation, methods of tillage, etc., in order to get the best results. Much has been said also of what may be expected from the plant.
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Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _______

5. EXPORT
Any additional comments? _______
Annex 3. Testing report questionnaires by partners
P1 - UIBK, University of Innsbruck – RTF format

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: University of Innsbruck
Which software for image processing and OCR did you use for this sample?
Abbyy FineReader 14, Adobe Indesign

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change?
Convert from tif to jpeg with irfan view because of error messages in abbyy fine reader 14 for 3 files ("Möglicherweise ist die Datei beschädigt")

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)

Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS
OCR: character recognition:
- [ ] English
- [ ] other (add): 

Does OCR software use machine learning?
- [ ] yes
- [ ] no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
- [ ] only automatic recognition
- [ ] additional manual corrections
- [ ] we do not use it

Other notes: 

OCR: additional work on page segmentation – layout elements. We mark:
- [ ] marking paragraphs
- [ ] marking columns
- [ ] marking headers
- [ ] marking images
- [ ] marking background images
- [ ] marking table

Other notes: 

OCR: editing reading order of recognized layout elements
- [ ] yes
- [ ] no

Other notes: 

OCR: additional work on recognised text
- [ ] fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- [ ] no

Other notes: additional work: add origpage, caption, alt-text

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions.
We use Abbyy Finereader only for layout analysis, text recognition and correction. All other processes (markup of headers, adding elements such as origpage, caption, footnotes, etc.) are then carried out in Adobe Indesign. Finally, the table of contents is created in Microsoft Word.

5. EXPORT
Any additional comments?
We export and deliver the file as RTF.
P1 - UIBK, University of Innsbruck – ODM workflow – PDF and RTF format

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: University of Innsbruck
Which software for image processing and OCR did you use for this sample?
Abbyy FineReader recognition server 4 - testing the ODM workflow

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change?
Convert 3 files because there were some problems with uploading

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS
OCR: character recognition:
- English
- other (add): _________

Does OCR software use machine learning?
- yes
- no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
- only automatic recognition
- additional manual corrections
- we do not use it
Other notes: _________

OCR: additional work on page segmentation – layout elements. We mark:
- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table
Other notes: _________

OCR: editing reading order of recognized layout elements
- yes
- no
Other notes: _________

OCR: additional work on recognised text
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no
Other notes: _________

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _________

5. EXPORT
Any additional comments? We exported the files in PDF, PDF/A, alto, RTF, xml
P2 - UT, University of Tartu

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: University of Tartu Library

Which software for image processing and OCR did you use for this sample?
ABBYY FineReader PDF 15 Standard; ABBYY FineReader Server 14

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: rotated one image

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: Only done for special cases, projects – rarely.

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments? _______
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National and University Library (Slovenia)

Which software for image processing and OCR did you use for this sample?

We use internally developed workflow software which uses Abbyy FineReader engine for image processing and OCR.

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?

- yes
- no

If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
- automatic
- manual
- automatic and manual

Cropping:
- automatic
- manual
- automatic and manual

Additional steps:
- lines straightening (dewarping)
- noise removal (denoising)
- contrast enhancement
- correction of geometric distortion
- binarisation
- removal of stamps, written notes
- equalising the dimensions of the scans (all same size after cropping)

Other notes: We usually use equalizing the dimensions of the scans but in this example, we did not use it because scan sizes were too diverse. Because of it, OCR didn’t function correctly.
3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
- English
- other (add): latin

Does OCR software use machine learning?
- yes
- no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
- only automatic recognition
- additional manual corrections
- we do not use it
Other notes: Automatic recognition recognizes just the columns (ex. newspapers).

OCR: additional work on page segmentation – layout elements. We mark:
- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
- yes
- no
Other notes: _______

OCR: additional work on recognised text
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments? _______
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National and University Library (Slovenia)
Which software for image processing and OCR did you use for this sample?
We use internally developed workflow software which uses Abbyy FineReader engine for image processing and OCR.

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING
Mark which image processing steps you used when working with the sample.
Deskewing:
• automatic
• manual
• automatic and manual
Cropping:
• automatic
• manual
• automatic and manual
Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: We usually use equalizing the dimensions of the scans but in this example, we did not use it because scan sizes were too diverse. Because of it, OCR didn’t function correctly.

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
Does OCR software use machine learning?

- yes
- no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).

- only automatic recognition
- additional manual corrections
- we do not use it

Other notes: Automatic recognition recognizes just the columns (ex. newspapers).

OCR: additional work on page segmentation – layout elements. We mark:

- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table

Other notes: _______

OCR: editing reading order of recognized layout elements

- yes
- no

Other notes: _______

OCR: additional work on recognised text

- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no

Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _______

5. EXPORT
Any additional comments?
For testing purposes the final PDF was edited using Adobe Acrobat pro for manually adding the images, autotagging, editing tags, manually fixed reading order, language segments were added, TOC on scan 15 was nested and footnotes on scan 12 were nested. Tables were turned into images although we know it is not the correct way. We used adobe’s accessibility check to fix any other problem (name and language of the document for example).
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National and University Library (Slovenia)
Which software for image processing and OCR did you use for this sample?
For testing purposes was used Abbyy FineReader 15 desktop version.

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

3. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

4. EXPORT
Any additional comments?
At export from Abbyy we chose that it is compliant with PDF/A and PDF/UA standard. Additionally, we used Adobe Acrobat Pro for autotagging but tags were not checked.
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National and University Library (Slovenia)

Which software for image processing and OCR did you use for this sample?
We use internally developed workflow software which uses Abbyy FineReader engine for image processing and OCR.

1. IMPORT OF SCANS IN TIFF FORMAT
Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING
Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)

Other notes: We usually use equalizing the dimensions of the scans but in this example, we did not use it because scan sizes were too diverse. Because of it, OCR didn’t function correctly.

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): latin

Does OCR software use machine learning?
OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).

- only automatic recognition
- additional manual corrections
- we do not use it

Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table

Other notes: _______

OCR: editing reading order of recognized layout elements
- yes
- no

Other notes: _______

OCR: additional work on recognised text
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no

Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments?
For testing purposes the final TXT file was taken to Microsoft Office Word for further work. We added images, did full OCR clean-up and fixed reading order. We added structure, page numbers, footnotes, hyperlinks, captions to images and tables. We exported as PDF/A-3A. Using Adobe Acrobat pro we did accessibility check, checked reading order and fixed the title of the document.
For ePUB we used the workflow we do on EODOPEN for ePUB production. The above clean Microsoft Word file was converted with the tool WordToEpub and then we used Sigil for fixing mistakes and did accessibility check with EpubCheck and Ace by Daisy.
P4 - MZK, Moravian Library – small edited

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: Moravian Library

Which software for image processing and OCR did you use for this sample?

PROJECT PERO OCR

https://pero.fit.vutbr.cz/
https://pero-ocr.fit.vutbr.cz/
https://github.com/DCGM/pero-ocr

This report is for documents in folder 01_MZK_Small edited (SE)

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?

• yes
• no

If yes, what did you change?
Crop images (only selected)
Rotate the images (only selected)
Resize the images (we need in this tool max. 8 Mb).

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:

• automatic
• manual
• automatic and manual

Cropping:

• automatic
• manual
• automatic and manual

Additional steps:

• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)

Other notes: no further adjustments
3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

**OCR: character recognition:**
- English
- **other (add):**

Czech Printed Model +
Language Model - English Wikipedia

**Does OCR software use machine learning?**
- **yes**
- no

**OCR: page segmentation – recognition of different elements.**
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
- **only automatic recognition**
- additional manual corrections
- we do not use it

Other notes: _______

**OCR: additional work on page segmentation – layout elements. We mark:**
- **marking paragraphs**
- marking columns
- marking headers
- marking images
- marking background images
- marking table

Other notes: _______

**OCR: editing reading order of recognized layout elements**
- **yes**
- no

Other notes: _______

**OCR: additional work on recognised text**
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no

Other notes: _______

4. ADDITIONAL PROCESSING

Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT

Any additional comments?
Export is in Page and Alto format (+txt with plain text).
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

**Partner organisation:** Moravian Library

**Which software for image processing and OCR did you use for this sample?**

PROJECT PERO OCR

https://pero.fit.vutbr.cz/
https://pero-ocr.fit.vutbr.cz/
https://github.com/DCGM/pero-ocr

This report is for documents in folder 01_MZK_Edited (E)

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?

- Yes
- No

If yes, what did you change?

- Rotate the images (only selected)
- Resize the images (we need in this tool max. 8 Mb).

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

**Deskewing:**
- Automatic
- Manual
- Automatic and manual

**Cropping:**
- Automatic
- Manual
- Automatic and manual

**Additional steps:**
- Lines straightening (dewarping)
- Noise removal (denoising)
- Contrast enhancement
- Correction of geometric distortion
- Binarisation
- Removal of stamps, written notes
- Equalising the dimensions of the scans (all same size after cropping)

Other notes: no further adjustments
3. MULTIPLE DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

**OCR: character recognition:**
- English
- **other (add):**
Czech Printed Model +
Language Model - English Wikipedia

**Does OCR software use machine learning?**
- **yes**
- no

**OCR: page segmentation – recognition of different elements.**
Layout segments are classified, either coarse (text, separator, image, table, …) or fine-grained (paragraph, heading, …).
- only automatic recognition
- **additional manual corrections**
- we do not use it

Other notes: _______

**OCR: additional work on page segmentation – layout elements. We mark:**
- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table

Other notes: _______

**OCR: editing reading order of recognized layout elements**
- **yes**
- no

Other notes: _______

**OCR: additional work on recognised text**
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- **no**

Other notes: _______

3. ADDITIONAL PROCESSING

Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

4. EXPORT

Any additional comments?
Export is in Page and Alto format (+txt with plain text).
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: University of Greifswald

Which software for image processing and OCR did you use for this sample? Abby

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.? 
• yes
• no

If yes, what did you change? Imageframes and JPEG-Compression (Usually done automatically by our workflowsystem)

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)

Other notes: no

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
Does OCR software use machine learning?
- yes
- no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
- only automatic recognition
- additional manual corrections
- we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
- marking paragraphs
- marking columns
- marking headers
- marking images
- marking background images
- marking table
Other notes: no

OCR: editing reading order of recognized layout elements
- yes
- no
Other notes: _______

OCR: additional work on recognised text
- fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
- no
Other notes: _______

4. ADDITIONAL PROCESSING

Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions.
Yes in regular workflows we use Intranda Layout wizard: automatic deskewing, page cropping, semiautomatic separation of pages, hard quality management no bright pictures, good contrast, but no postprocessing after OCR.

5. EXPORT

Any additional comments?
- good scans are half the battle
- Preliminary work would have to be done by marking the image areas
- Reworking the Images and wrongly transcribed Images areas for Accessibility
- A workflow without preliminary work or reworking

**UG Notes about A12**

<table>
<thead>
<tr>
<th>ArchEmig</th>
<th>Lines and captions are not identified</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stains on the paper (newspaper) are identified as punctuation marks (Epub)</td>
</tr>
<tr>
<td></td>
<td>Columns are not recognized throughout. The continuous text jumps (txt)</td>
</tr>
<tr>
<td>Chemistry</td>
<td>Formulas were not detected</td>
</tr>
<tr>
<td></td>
<td>Variables (Greek alphabet) are not identified</td>
</tr>
<tr>
<td></td>
<td>Lines and captions are not identified</td>
</tr>
<tr>
<td>EOD-Open</td>
<td>Headers are missing (Epub)</td>
</tr>
<tr>
<td></td>
<td>Headers and pagination not in the right positions (txt)</td>
</tr>
<tr>
<td>Gromdzenie</td>
<td>Table structure are not identified (ePUB and txt)</td>
</tr>
<tr>
<td></td>
<td>Different fonts are identified (Epub) different grades of transcription</td>
</tr>
<tr>
<td></td>
<td>Font of recitation could not get transcribed (txt)</td>
</tr>
<tr>
<td></td>
<td>Problems with fracture and antiqua in cusiv</td>
</tr>
<tr>
<td>Magazyn</td>
<td>Variables (Greek alphabet) identified as special characters</td>
</tr>
<tr>
<td></td>
<td>Formulas were not detected (in every format)</td>
</tr>
<tr>
<td>Eegs</td>
<td>Problems with fracture and antiqua in cusiv</td>
</tr>
<tr>
<td></td>
<td>Some normal characters were not detected and transcribed</td>
</tr>
<tr>
<td>Internat-</td>
<td>Layout and framing is not compatible</td>
</tr>
<tr>
<td>ariculture</td>
<td>Transcription is in ePUB right</td>
</tr>
<tr>
<td></td>
<td>Txt and PDF alright</td>
</tr>
<tr>
<td>Narrative</td>
<td>Upper and lower case wrong (PDF und Epub)</td>
</tr>
<tr>
<td></td>
<td>Lines and captions are not identified</td>
</tr>
<tr>
<td></td>
<td>Probably too pale scan. Text not always translated correctly (txt und Epub)</td>
</tr>
<tr>
<td>Report</td>
<td>Translation of the tabular display distorted</td>
</tr>
<tr>
<td></td>
<td>Probably too pale scan. Text not always transcribed correctly (txt und Epub)</td>
</tr>
<tr>
<td></td>
<td>Upper and lower case wrong (PDF und Epub)</td>
</tr>
<tr>
<td>UG</td>
<td>To be fair, it is an addendum and it is a relatively recent publication.</td>
</tr>
<tr>
<td></td>
<td>The page is clean and the typesetting regular.</td>
</tr>
<tr>
<td></td>
<td>The cusive font has enough spacing between letters.</td>
</tr>
</tbody>
</table>

- Problems with the txt and PDF are pretty much the same
- good scans are half the battle
- Preliminary work would have to be done by marking the image areas
- Reworking the Images and wrongly transcribed Images areas for Accessibility
P6 - NLS, National Library of Sweden

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National Library of Sweden
Which software for image processing and OCR did you use for this sample?
ABYY Finereader 11

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: None of the above

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, …) or fine-grained (paragraph, heading, …).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: no

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: no

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments?
Up until now we have used ODM when digitising orders for the EODOPEN project. We are just about to start using a new system (Limb Processing) and the file we uploaded are made via this system.
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: Nicolaus Copernicus University in Toruń

Which software for image processing and OCR did you use for this sample?

ABBYY FineReader Server 14.0

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?

- yes
- no

If yes, what did you change? Resolution to 300 dpi

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
- automatic
- manual
- automatic and manual

Cropping:
- automatic
- manual
- automatic and manual

Additional steps:
- lines straightening (dewarping)
- noise removal (denoising)
- contrast enhancement
- correction of geometric distortion
- binarisation
- removal of stamps, written notes
- equalising the dimensions of the scans (all same size after cropping)

Other notes: Resolution of all scans is set to 300 dpi

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
- English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments?
We have some problems with software after the last update.
PDFs are linearized before publication.
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: Research Library Olomouc
Which software for image processing and OCR did you use for this sample?
ScanTailor Advanced v1.01.16
Tesseract 5.0.0-beta-20210815-22-g386dd

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _______

5. EXPORT
Any additional comments? _______
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National Library of Portugal
Which software for image processing and OCR did you use for this sample?
LIMB Processing and IRIS OCR

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions.
no

5. EXPORT
Any additional comments? _______
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National Library of Portugal

Which software for image processing and OCR did you use for this sample?
LIMB Processing and IRIS OCR

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _______

5. EXPORT
Any additional comments? _______
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National Library of Estonia

Which software for image processing and OCR did you use for this sample?
For books files: ABBYY FineReader 11 for image processing and ABBYY Recognition Server 4 for OCR.
For newspaper/periodicals: ABBYY FineReader 11 and CCS docWorks 7.1.0.90 for image processing and ABBYY 12 OCR-engine

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?  
• yes 
• no 
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______
Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: At the moment we have 2 different workflows for 1) books and 2)newspapers/periodicals. We do segmentation (with software CCS Docworks) only on periodicals at the moment (book files as the most sample files were are just deskewed, cropped and OCR-d), but there is plan in the near 1-2 years to switch the books also to the segmentation workflow.

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: We are fixing only OCR mistakes of periodical’s Headlines, Captions and Authors, seldom in Textblocks

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments?
Export files are also different at the moment depending on the type of the item – book files (as most of the testing samples here were) are OCRed PDFs for the user but segmented newspapers/periodicals are jpeg2000 and PDF (1 sample file).
As we have 2 different workflows for the books and periodicals, we also have 2 different portals for them as well. But this is going to change in the near future as we are starting to implement a new archival system soon and all the materials will go under segmentation and hopefully in the same portal as well. There are a lot of changes ahead of us in this field :)
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A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: National Széchényi Library

Which software for image processing and OCR did you use for this sample? _____

1-6, 8-11, 14-15
ScanTailor Advanced (1.0.16)
Photoshop (v 23.2.2)
ABBYY Recognition Server 4.0

7, 13, 16
Photoshop (v 23.2.2)
ABBYY Recognition Server 4.0

12
ScanTailor Advanced (1.0.16)
ABBYY Recognition Server 4.0

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.? 
• yes (15)
• no (others)
If yes, what did you change? ______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic (1-5, 8-12, 14-15)
• manual (6-7, 13, 16)
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping) (12)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarization (1-6, 8, 12, 15)
• removal of stamps, written notes (1-5, 8)
• equalising the dimensions of the scans (all same size after cropping)

Other notes:
1-5: “Mixed” output was chosen while processing the samples using Scan Tailor: the textual content was selected and binarised while the illustrations were remained in color mode. During the binarisation we’ve thickened the letters to make it easier for the OCR-algorithm to recognise the characters.
6: Converting to grayscale, increasing contrast and adjusting levels using Photoshop.
7: “Smart” sharpening, Adjusting levels.
9: “Smart” sharpening, Neural Filters, Removal of negative visual effects caused by JPEG-compression (middle), Adjusting levels.
10-11: “Smart” sharpening, Neural Filters, Removal of negative visual effects caused by JPEG-compression (middle), Adjusting levels.
12: Automatic dewarping.
13: “Smart” sharpening (with noise removal), Neural Filters, Removal of negative visual effects caused by JPEG-compression (middle), Adjusting levels
14: “Mixed” output was chosen while processing the samples using Scan Tailor: the textual content was selected and binarised while the illustrations were remained in color mode. After Scan Tailor processing we adjusted the levels using Photoshop.
16: “Smart” sharpening, Neural filters, Removal of negative visual effects caused by JPEG-compression (middle), Converting to grayscale, Adjusting levels

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English (1-5, 7-16)
• other (add): Polish (6)

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition (1-6, 8, 12-16)
• additional manual corrections (7)
• we do not use it (9-11)

Other notes:
7: The automatic recognition had skipped the text on the 5. page, therefore we selected it manually after the automatic processing.

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: 

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: 

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: 

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments? 

P13 - CVTI SR, Slovak Centre of Scientific and Technical Information

A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: Slovak Centre of Scientific and Technical Information

Which software for image processing and OCR did you use for this sample?
ScanGate by Treventus Mechatronics for image post processing
ABBYY Recognition Server 4.0 for OCR

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?

• yes
• no

If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)

Other notes: some pictures - background normalisation, unsharp masking

We are using equalising the dimensions of the scans but in this example, we did not use it because images sizes were too difference.

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): German, German (new spelling), Slovak, Czech

Does OCR software use machine learning?
• yes
• no

OCR: page segmentation – recognition of different elements.
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

OCR: additional work on page segmentation – layout elements. We mark:
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

OCR: editing reading order of recognized layout elements
• yes
• no
Other notes: _______

OCR: additional work on recognised text
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. ADDITIONAL PROCESSING
Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. no

5. EXPORT
Any additional comments?
We are doing two outputs pdf files. One output is only for long time archive. The second pdf file output is for using to digital library (mostly with smaller file size with some conversion).
A12 TEST REPORT

Please, add detailed information! You can also add screenshots or record the testing process.

Partner organisation: University Library of Regensburg
Which software for image processing and OCR did you use for this sample?
ABBY Recognition Server 4.0

1. IMPORT OF SCANS IN TIFF FORMAT

Before uploading the sample files to your system, did you change anything, for instance resolution, scanning format etc.?
• yes
• no
If yes, what did you change? _______

2. IMAGE PROCESSING

Mark which image processing steps you used when working with the sample.

Deskewing:
• automatic
• manual
• automatic and manual

Cropping:
• automatic
• manual
• automatic and manual

Additional steps:
• lines straightening (dewarping)
• noise removal (denoising)
• contrast enhancement
• correction of geometric distortion
• binarisation
• removal of stamps, written notes
• equalising the dimensions of the scans (all same size after cropping)
Other notes: _______

3. MULTILEVEL DOCUMENT ANALYSIS AND RECOGNITION OF ELEMENTS

OCR: character recognition:
• English
• other (add): _______

**Does OCR software use machine learning?**
• yes
• no

**OCR: page segmentation – recognition of different elements.**
Layout segments are classified, either coarse (text, separator, image, table, ...) or fine-grained (paragraph, heading, ...).
• only automatic recognition
• additional manual corrections
• we do not use it
Other notes: _______

**OCR: additional work on page segmentation – layout elements. We mark:**
• marking paragraphs
• marking columns
• marking headers
• marking images
• marking background images
• marking table
Other notes: _______

**OCR: editing reading order of recognized layout elements**
• yes
• no
Other notes: _______

**OCR: additional work on recognised text**
• fixing OCR mistakes (wrongly recognized characters, words, decorative initial or any other mistakes)
• no
Other notes: _______

4. **ADDITIONAL PROCESSING**

Did you use any other tools, software to enhance the quality of the results? For example: marking the final PDF with semantic tags or any other solutions. _______

5. **EXPORT**

Any additional comments?
The exported formats are XML, Text and PDF containing the recognized text. The last is served to the users.